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PREFACE

The purpose of this book has been stated in the introductory and
the final chapters. Therefore this preface can be brief. I conceived
the plan of writing a book on gestalt psychology when after five
years of pure research work I had to resume the work of teaching.
It seemed to me to be the best way of systematizing my own knowl-
edge if I presented it in book form. The final result has not been
quite the book I had in my mind when I began to write the first
pages. I hoped that I could produce a work which would appeal to
a wider circle of readers than that of the trained psychologists, and
which would at the same time contain enough concrete material to
interest the more technical reader. To myself, and to some of my
friends, I formulated this idea by saying that I planned a book
which would have a position intermediate between Kohler’s “Ge-
stalt Psychology” and an ordinary text-book. I am afraid that all
that has survived of this conception is that the book is neither the
one nor the other.

In my original plan I intended to give as systematic a presenta-
tion of psychology as I was capable of doing. And to this part of my
programme I have clung with a determination which to some
readers may at times appear pedantic. By this I mean not complete-
ness but consistency. I wanted to bring order into the great mass of
facts discovered by modern psychology, by formulating clear-cut
problems, showing their interrelationships, offering possible solu-
tions, and exposing the gaps which these solutions leave unfilled.
If T wanted to present a system of psychology, it was not a dead
or finished system, but a system in the making, a system in the state
of growth. From this point of view I divided the field and selected
my material. My treatment, long as it has become, leaves out a
great number of facts, many of them surely of great significance.
But some selection there had to be, and although every selection is
to some extent arbitrary and depending upon the person who selects,
I have tried to choose my material with regard to the contribution
it could make to my general plan. That I have drawn largely from
gestalt literature is justified by the title which indicates my concept
of systematization.! In rereading the book I found some parts much

1 The greater part of this literature is in German and for this reason not easily
accessible to English and American readers. In order to lift this barrier to their

becoming familiar with the original literature Dr. W. D. Ellis is preparing a book
in which he has assembled the condensed translations of some forty German books

ix



X PREFACE

more difficult than others. This is especially true of the treatment of
the perceptual constancies contained in the sixth chapter. These
constancies contain some of the major problems of today’s experi-
mental research and reveal in my opinion the power of the leading
concepts of this book. But their discussion is not absolutely essential
to the development of the system as a whole. The reader who is not
sufficiently interested in them may therefore skip the sixth chapter
without losing the thread of the general argument.

After saying what I intended the book to be I may add a few
words in explanation of what it is not meant to be. In the first place
it has no wish to be dogmatic. It lays before the reader a theory in
a great number of applications, but it is for the reader to judge how
effective this theory is. It would also be wrong to look at this book
as the “authentic presentation of gestalt theory,” for there is no
such thing. I have done nothing that any psychologist could not
have done equally well or better, had he wished to do so. The gen-
eral theoretical equipment and all the facts were available to every-
body. There exists no “secret of the guild” which would give me or
other members of the so-called “gestalt school” a special standing.
And therefore the book has to be judged not only as a “gestalt psy-
chology,” but also as a psychology.

Furthermore, the book does not want to be polemical except in
an entirely impersonal way which should appear throughout its
pages and is explicitly mentioned in the concluding chapter. Nat-
urally, in order to establish a certain explanation of phenomena
other explanations had to be ruled out. In many places such explana-
tions have been presented in a form made up by myself in such a
way as to give them the greatest plausibility. At times, however, it
was expedient to quote from individual authors.? In these cases per-
sonal polemics were as far from my mind as in the others. I have
chosen my opponents because of the value of their contributions; it
would have seemed unfair to me to disregard their arguments, and
often enough the criticism of their opinions has helped me in the
development of my own hypotheses.

In conclusion it is meet to express my obligation to those without
whose direct or indirect help this book could not have been written.
Everybody knows, and my text reveals it in every chapter, what I
owe to the two friends to whom I have dedicated it. Ever since the
winter semester of 1g910-11, when we three worked together at
and articles on gestalt psychclogy covering the period from 1915-1929. This col-
lection, to be published in the near future, will be of great help to the student of

gestalt psychology.
2 All references in the text refer to the bibliography appended at the end.
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Frankfort on the Main, I have been guided by their creative ideas.
I was sorely tempted to add to my dedication the quotation from
Faust which Hermann Ebbinghaus inscribed on the page on which
he dedicated his Grundziige to Gustav Theodor Fechner, and only
my reluctance to plagiarizing has prevented me from doing so. I owe
a great debt of gratitude to President W. A. Neilsoh and to Smith
College, first for appointing me Research Professor and thus grant-
ing me five full years in which supported by president and faculty
I could devote all my efforts to pure research, and then making my
load of teaching so easy that I could within little over two years
write this book, thus utilizing the result of my five years’ experi-
menting and thinking. I thank my students who patiently listened
to these chapters as they were composed, and contributed by a
number of well chosen criticisms, and my colleagues with whom
some of the problems were discussed in seminar talks. Another
colleague of mine, though not a psychologist, Professor W. A.
Orton, has read a good third of the book, suggesting several valu-
able changes; he has also been of inestimable help in revising the
final galleys. Dr. Julian Blackburn of the University of Cambridge,
who spent six months with me as a Rockefeller Fellow, read the
whole typescript and drew my attention to many places where the
argument was not clear or lacked consistency. To my colleague
at the Massachusetts State College, Dr. W. D. Ellis, I am indebted
for his painstaking work in revising the proofs. But of all I have
received the most active help from my former student, Dr. M. R.
Harrower. To her not only the author, but also the reader, is greatly
indebted. In scanning every line of the typescript and the proofs
with the greatest care she thought constantly both of the content
and of the reader. In many hours of discussion she made me re-
formulate a number of passages so that they carried meaning not
only to myself but also to those who might take the trouble of
studying the book. It is also due to her skill that the English of the
text is as correct as it is.

I believe that psychology has entered a period of rapid and healthy
progress so that this work will soon be antiquated in many parts.
If it contributes even a small share to such progress, I shall feel
rewarded for the labour it cost me to write it.

K. KOFFKA
Smith College
Northampton, Mass.
February, 1935
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CHAPTER I

WHY PSYCHOLOGY?

An Introductory Question. Facts and Theories. Science and the Sciences. Science and

Conduct. The Danger of Science. Science as Discipline. Function of Science. Special

Function of Psychology. Nature, Life, Mind. Integration of Quantity, Order, and

Meaning. The Common Principle in the Preceding Discussion. Generality of the
Gestalt Category. Why Psychology?

AN INTRODUCTORY QUESTION

When I first conceived the plan of writing this book I guessed,
though I did not know, how much effort it would cost to carry
it out, and what demands it would put on a potential reader. And I
doubted, not rhetorically but very honestly and sincerely, whether
such labour on the part of the author and the reader was justified.
I was not so much troubled by the idea of writing another book on
psychology in addition to the many books which have appeared
during the last ten years, as by the idea of writing a book on
psychology. Writing a book for publication is a social act. Is one
justified in demanding co-operation of society for such an enter-
prise? What good can society, or a small fraction of it, at best derive
from it? I tried to give an answer to this question, and when now,
after having completed the book, I return to this first chapter, I find
that the answer which then gave me sufficient courage to start on
my long journey, has stayed with me to the end. I believed I had
found a reason why a book on psychology might do some good.
Psychology has split up into so many branches and schools, either
ignoring or fighting each other, that even an outsider may have the
1mpress1on—-surely strengthened by the publications “Psychologies
of 1925” and “Psychologies of 1930”"—that the plural “psychologies”
should be substituted for the singular.

Psychology has been pampered in the United States, where for
many years it has enjoyed great popularity, though it seems to me
that its fortunes have somewhat ebbed and may be ebbing more; in
England, the land of conservative change, it found for a long time
as cold a welcome as any other loud and startling innovation, but
has gradually gained ground and is, in my belief, still gaining; in
Germany, where experimental psychology was born and had at

3



4 WHY PSYCHOLOGY?

first a period of rapid expansion, a strong reaction set in soon after-
wards which very definitely kept psychology “in its place.”

I confess that today I feel much less animosity towards the active
enemies of psychology—or those of them who are serious and hon-
est—than when I was younger.

The comparison of psychology as it is today with other branches
of human knowledge has raised the question in my mind what
contribution psychology has made through the very extensive and
intensive effort of the men and women who devote their life’s
work to it.

No student of philosophy need fail to get some inkling of the
great and deep problems which have beset the minds of our pro-
foundest thinkers from ancient to modern times; no student of his-
tory need remain unaware of the terrific human forces that have
been consumed in the making and unmaking of empires and
have combined to create the world in which we are living at
this moment; no student of physics need pass his final examina-
tion without some insight into the increasing rationalization of our
knowledge of nature nor into the inexorable exactness of experi-
mental methods; and no student of mathematics should leave his
courses without having learned what generalized thinking is and
what beautiful and powerful results it can achieve. But what can
we say of the student of psychology? Must he have learned to un-
derstand human nature and human actions better at the end of
his course? I am not ready to answer this question in the affirma-
tive. But before I had an answer to the question, what it is that
a student of psychology should be able to gain from his general
course, what it is, more generally expressed, that psychology can con-
tribute to the imperishable possessions of our race, I did not feel
justified in writing a general book on the subject.

FACTS AND THEORIES

Nobody can reproach psychology with having discovered too few
facts. A psychologist who knew all the facts that have been brought
to light by experimental methods would indeed know much, very
much. And such knowledge is today regarded as an aim in its
own right. “Find facts, facts, and again facts; when you are sure
of your facts try to build theories. But your facts are more im-
portant.” This slogan expresses the creed of a philosophy which is
widely accepted today. And indeed it seems very plausible. On the
one side are the objective facts, independent of the scientist who
investigates them; on the other are his hypotheses, his theories, pure
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products of his mind. Naturally we should attribute more value
to the former than to the latter. In psychology such a view can
claim a particular justification. For this science consisted of a num-
ber of simple and comprehensive theories and few scientifically
established facts before the beginning of the new era. With the
advent of experiment more and more facts were discovered which
played havoc with the old theories. Only when psychology deter-
mined to become a fact-finding science did it begin to become a
real science. From the state in which it knew little and fancied
a great deal it has progressed to a state where it knows a lot and
fancies little—at least consciously and with a purpose, though un-
awares it contains more fancy than many psychologists are aware
of. To evaluate this progress we have to examine what it means to
know much. The Latin adage multum non multa distinguishes be-
tween two meanings of the word “much.” The one which it dis-
cards in favour of the other is purely quantitative. According to
the latter a person who knows twenty items knows ten times as
much as the person who knows only two items. But in another
sense the latter person, if he knows those two items in their intrinsic
relation, so that they are no longer two but one with two parts,
knows a great deal more than the former, if he knows just twenty
items in pure aggregation. Although from the point of multa this
person would be superior, he would be inferior from the point of
multum.

Now as I look upon the growth of science it seems to me that
it began to find itself and thereby entered a new epoch when at
the time of the Renaissance it changed from a chase for the muita
to a search for the multum. Since that time science has continually
striven to reduce the number of propositions from which all known
facts can be derived. In this enterprise it has been more and more
successful, and has by its new method also discovered more and
more facts which otherwise would never have become known; it
has simultaneously discarded as fancy many a piece of knowledge
which was taken as fact, and has changed the systematic status of
many other facts. It is a “fact” that heavy bodies fall more quickly
than light ones, as anyone can test by dropping a pencil and a
sheet of paper. But it is a complex, not a simple fact, whereas the
simple fact is that all bodies fall with the same velocity in a
vacuum. From this scientific fact the everyday fact can be derived
but not vice versa. The very concept of fact, therefore, becomes
problematical.
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One can look at the progress of science as a steady increase in the
number of facts known. Then one arrives at a position where
much knowledge means knowledge of multa. But a very differ-
ent aspect of scientific progress is also possible: the increasing sim-
plicity—not of course in the sense that it is more and more easy
to learn, but in the sense that to him who has mastered it the
system of science becomes a more and more cohesive and unitary
whole. Or otherwise expressed, science is not comparable to a
catalogue in which all facts are listed according to an arbitrary
principle, like the books in a library in the alphabetical order of
their authors; science is rational; the facts and their order are one
and the same; facts without order do not exist; therefore if we
know one fact thoroughly we know ever so many more facts from
the knowledge of this one fact. From this point of view, much
knowledge is knowledge of multum, knowledge of the rational
system, the interdependence of all facts.

SCIENCE AND THE SCIENCES

Of course science never succeeds in reaching its goal. At any one
moment in its history there is a wide gap between its ideal and its
accomplishment. The system is never complete, there are always
facts, old and newly discovered, which defy the unity of the system.
Apparent as this is within the compass of any individual science, it
becomes even more manifest when we consider the variety of dif-
ferent sciences. They have all arisen from one common matrix.
The first scientific impulse was not directed towards different spe-
cial groups of topics but was universal. In our present terminology
we can say that philosophy is the mother of all sciences.

Progressive specialization has marked scientific progress, and our
science, psychology, was the last to gain her independence. This
separation and specialization was necessary, but it has of necessity
worked against the aim of unification of knowledge. If a number of
separately established sciences have developed, then, coherent as
each one may be in itself, what is their mutual relation? How can
a multum arise from that multa? That this task must be accom-
plished follows from the very function of science. I am the last to
see the value of science in its practical applications. The explanation
of the shift of spectral lines coming from stars millions of light
years distant, is in my eyes a much greater triumph of science than
the construction of a new bridge with a record span or the trans-
mission of photographs across the ocean. But for all that I do not
believe that science can be legitimately regarded as the game of a
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relatively small number of people who enjoy it and get their live-
lihood from it. In some sense science cannot be wholly divorced
from conduct.

SCIENCE AND CONDUCT

Conduct, of course, is possible without science. Humans carried
on in their daily affairs long before the first spark of science had
been struck. And today there are millions of people living whose
actions are not determined by anything we call science. Science,
however, could not but gain an increasing influence on human be-
haviour. To describe this influence roughly and briefly will throw
a new light on science. Exaggerating and schematizing the differ-
ences, we can say: in the prescientific stage man behaves in a situa-
tion as the situation tells him to behave. To primitive man each
thing says what it is and what he ought to do with it: a fruit says,
“Eat me”; water says, “Drink me”; thunder says, “Fear me,” and
woman says, “Love me.”

This world is limited, but, up to a point, manageable, knowledge
is direct and quite unscientific, in many cases perfectly true, but in
many others hopelessly wrong. And man slowly discovered the
errors in his original world. He learned to distrust what things
told him, and gradually he forgot the language of birds and stones.
Instead he developed a new activity which he called thinking. And
this new activity brought him great advantages. He could think out
the consequences of events and actions and thereby make himself
free of past and present. By thinking he created knowledge in the
sense of scientific knowledge, knowledge which was no longer a
knowledge of individual things, but of universals. Knowledge
thereby becomes more and more indirect, and action, to the extent
that it loses its direct guidance by the world of things, more and
more intellectualized. Moreover, the process of thinking had de-
stroyed the unity of the primitive world. Thought had developed
categories or classes, and each class had its own characteristics,
modes of behaviour, or laws. Concrete situations which demand
decisions and prompt actions do not, however, fall into only one
such class. And so action, if it were to be directed by scientific
knowledge, had to be subjected to a complex thought process, and
often enough such a process failed to give a clear decision. In other
words, whereas the world of primitive man had directly determined
his conduct, had told him what was good, what bad, the scientific
world proved all too often a failure when it came to answering such
questions. Reason seemed to reveal truth, but a truth that would
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give no guidance to conduct; but the demand for such guidance
remained and had to be filled. Thus arose eventually the dualism
of science and religion, with its various phases of double-truth
theory, bitter enmity, and sentimentalization of science, one as
unsatisfactory as the other.

THE DANGER OF SCIENCE

Is it the tragedy of the human race that for every gain it makes
it has to pay a price which often seems greater than the gain?
Must we pay for science by a disintegration of our life? Must we
deny on week-days what we profess on Sundays? As a personal
article of faith I believe that there is no such inexorable must.
Science, in building rational systems of knowledge, had to select
such facts as would most readily submit to such systematization.
This process of selection, in itself of the greatest significance, in-
volves the neglecting or rejecting of a number of facts or aspects.
As long as scientists know what they are doing, such procedure
is fraught with little danger. But in the triumph over its success
science is apt to forget that it has not absorbed all aspects of
reality, and to deny the existence of those which it has neglected.
Thus, instead of keeping in mind the question which gave rise to
all science, “what God is, what we are . . .” it holds up such ques-
tions to ridicule, and considers the men and women who persist
in asking them as atavistic survivals.

This attitude, whose historical necessity and merit I plainly dis-
cern, must be rejected, not because it is inimical to religion, but
because it would, if consistently maintained, block the progress of
science itself by closing to its advance the gates that lead to the
most essential of all questions. In my opinion no gate should be
closed to science; by this I do not mean that today’s or yesterday’s
science is capable of answering the fundamental questions, as so
many radicals, men of the best motives, seem to think. Instead I
believe that science, aware of its incompleteness, should gradually
attempt to broaden its base, to include more and more of the facts
which it found at first necessary to exclude, and thereby become
better and better equipped to answer those questions which man-
kind will not be denied. As long as science misunderstands its task
it will always be in danger of losing its position of independence
and integrity. The illegal usurper of a throne will always find
illegal pretenders. The denunciation of the intellect which has
assumed such tremendous proportions in some parts of our world
with such far-reaching consequences, seems to me the outcome of
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the wrong scientific attitude, although for that reason it is no less
wrong itself. I shall revert to this theme in a later chapter (Chap-
ter IX), and shall point out only that science if it follows the path
which I have briefly indicated will assume a different face. But I
hope that such a science will, slowly but surely, help to re-create
that original unity which it had to destroy in order to develop.

A science, therefore, gains in value and significance not by the
number of individual facts it collects but by the generality and
power of its theories, a conclusion which is the very opposite of
the statement from which our discussion started. Such a view, how-
ever, does not look down upon facts, for theories are theories of
facts and can be tested only by facts, they are not idle speculations
of what might be, but #cwpiar, i.e., surveys, intuitions, of what is.
Therefore in my presentation of psychology I shall emphasize the
theoretical aspect; many facts will be reported, but not as a mere
collection, or an exhibition of curious phenomena to be compared
to Mme. Tussaud’s waxworks, but as facts in a system—as far as
it is humanly possible not a pet system of my own, but the system
to which they intrinsically belong—i.e., as rationally understandable

facts.
SCIENCE AS DISCIPLINE

Such a procedure would, however, be without value if it neglected
another aspect of science, so far omitted from our discussion, viz.,
the greatest possible exactness in the establishment of facts. By its
demand for exactness science frees itself from the personal wishes
of the scientist. A theory must be demanded by facts; in its turn
it demands facts, and if they fail to conform exactly to it, then the
theory is either wrong or incomplete. In this sense science is disci-
pline. We cannot do what we want, but must do what the facts
demand. The success of science has tended to make us proud and
conceited. But such conceit is out of place. He is the greatest master
who is the greatest servant. Again and again we experience in the
progress of knowledge how apt we are to halt and stumble, again
and again we find how little we can make knowledge, how we
must give our thoughts time to grow. Therefore the pursuit of
knowledge, instead of making us proud and boastful, should make
us modest and humble.

FUNCTION OF SCIENCE
To summarize: the acquisition of true knowledge should help us
to reintegrate our world which has fallen to pieces; it should teach
us the cogency of objective relations, independent of our wishes and



10 WHY PSYCHOLOGY?

prejudices, and it should indicate to us our true position in our
world and give us respect and reverence for the things animate and
inanimate around us.

SPECIAL FUNCTION OF PSYCHOLOGY

This is true of all sciences. What special claim can psychology
make? To teach us humility, what science can do that better than
astronomy and astrophysics which deal with times and distances
far beyond the scope of our imagination? And what science can
discipline us better than pure mathematics with its demands for
absolute proofs? Could we then claim that psychology is particu-
larly fitted for the task of integration, and give this as an answer
to the question from which we started? I think we can, for in
psychology we are at the point where the three great provinces
of our world intersect, the provinces which we call inanimate na-
ture, life, and mind.

NATURE, LIFE, MIND

Psychology deals with the behavior of living beings. Therefore,
as every biological science, it is faced with the problem of the rela-
tion between animate and inanimate nature whether it is aware
of and concerned with this problem or not. But to the psychologist,
one special aspect of behaviour, in ordinary parlance called the
mental, assumes paramount importance. This is not the place to
discuss consciousness and mind as such. Later chapters will show
the use we make of these concepts. But we will not reject at the
outset a distinction which permeates our idiomatic speech as much
as our scientific terminology. We all understand what is meant by
the proposition that a prizefighter was knocked out and did not
recover consciousness for six minutes. We know that during these
fatal six minutes the pugilist did not cease to live, but that he lost
one particular aspect of behaviour. Furthermore we know that con-
sciousness in general and each specific conscious function in partic-
ular, is closely bound up with processes in our central nervous
system. Thus the central nervous system becomes, as it were, the
nodal point where mind, life, and inanimate nature converge. We
can investigate the chemical constitution of the nervous tissue and
will find no component that we have not found in inorganic na-
ture; we can study the function of this tissue and will find that it
has all the characteristics of living tissue; and finally there is this
relation between the life function of the nervous system and con-
sciousness.
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Two Types of Solutions of the Problems Involved in This Rela-
tion Rejected. Anybody who would claim to have found a complete
and true solution of our problems would expose himself to the just
suspicion of being either an ass or a quack. These problems have
occupied the best human minds for thousands of years, and there-
fore it is more than unlikely that a solution can be found by any
other way than a slow and gradual approach. What I think about
the linode of this approach I shall again defer to a later part of the
book.

Marerianism. But here I shall reject two types of solutions that
have been offered. The first is the solution of crude materialism,
which gained great momentum about the middle of the last century
and found its most popular expression in a book that around 1900
was a best seller and is now practically forgotten. I mean Haeckel’s
“Riddle of the Universe.” I am not sure that the United States are
not even now feeling the last ebbing wave of this flood which
reached the shores of the New World long after its crest had passed
from the Old. This materialistic solution is astonishingly simple.
It says: The whole problem is illusory. There are no three kinds of
substance or modes of existence, matter, life, and mind; there is
only one, and that is matter, composed of blindly whirling atoms
which, because of their great numbers and the long time at their
disposal, form all sorts of combinations, and among them those we
call animals and human beings. Thinking and feeling, why, they
are just movements of atoms. Interfere with the matter of the brain
and see what remains of consciousness. Although I have expressed
this view very crudely, I believe that I have expressed it adequately,
particularly when I add that this view is not only a scientific con-
viction, but as well, or even more so, a creed and a wish. It is the
revolt of a generation that saw a strongly entrenched church hold
on to dogmas which science, growing up like a young giant, had
crushed—a generation that, by the successful applications of science
to technical problems, had become vainglorious and had lost that
feeling of awe which should accompany all true knowledge. Just
as the victorious barbarians, be they vandals or Calvinists, de-
stroyed thoroughly and passionately the creations most dear to their
vanquished enemies, so our materialists developed a hatred of those
parts of human philosophy that pointed beyond the pale of their
narrow conceptions. To be called a philosopher was an insult, and
to be a believer was to belong among the untouchables.

Now I bear no grudge against these men, much as I see their
narrow-mindedness and their smallness of stature. For I believe that
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malgré tout they have served a good purpose. They have helped to
build up an intelligentsia strong enough to stand out against the
unwarranted interference of a reactionary church and pursue their
own way, bringing up a new generation which was unhampered
by theological restrictions and therefore had no axe to grind.

As to materialism itself, it is not necessary today to refute it. I
will add only this: the materialist’s claim that the problems of rela-
tionship or interaction between matter, life, and mind were falsely
put may turn out to be perfectly valid. The hopeless error which
the materialists committed was to make an arbitrary discrimination
between these three concepts with regard to their scientific dignity.
They accepted one and rejected the two others—their excuse being
the intrinsic and extrinsic success of science and the absurdities of
the contemporary speculative philosophy—whereas each of them
may, as a conception, contain as much of the ultimate truth as the
others, quite apart from the stage of development which each of
them may have reached at a given time.

VrraLisM, SeirituanisM. The other type of solution which I want
to reject here does not deny the validity of our problems; rather it
attempts to solve them by establishing two or three separate realms
of existence, each sharply distinguished from the other by the
presence or absence of a specific factor. One can discriminate three
such attempts; the first draws the dividing line between life and
mind, life and inanimate nature belonging together (Descartes),
and mind, a new and divine substance, separating man from the
rest of creation. The second, on the other hand, throws life and
mind together as directed by a power not found in inorganic nature
and therefore essentially different from it (vitalism). The third
sticks to the threefold division and looks for special active principles
in each of the three realms (Scheler). Of these three, vitalism has
gained by far the greatest importance because many thorough and
highly ingenious attempts have been made to establish it as a truly
scientific theory. The problem of vitalism will therefore occupy us
repeatedly in the following pages. Here I only explain why I must
reject this whole type of explanation at the outset. The answer is
simple enough, but will, without a wider context, appear somewhat
unsatisfactory. The vitalistic type of solution is no solution, but a
mere renaming of the problem. By renaming it, it emphasizes the
problem, and is, in that respect, much superior to crude materialism.
But by pretending that a new name is a solution, it might do a
great deal of harm to science were it widely accepted. Characteris-
tically, however, vitalism, not to mention the two other forms of
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our type, has never been popular among scientists, particularly not
among those nearest concerned, the biologists. It required always
a full share of personal courage to profess oneself a vitalist, and
therefore let us honour the men who were willing to sacrifice their
reputations and their careers in the service of a cause which they
considered to be a true one.

Integration of Quantity, Order, and Meaning. By rejecting these
types of solution I have implied the kind of solution our psychology
will have to offer. It cannot ignore the mind-body and the life-
nature problem, neither can it accept these three realms of being
as separated from each other by impassable chasms. It is here that
the integrative quality of our psychology will become manifest.
Materialism tried to achieve a simple system by using for its in-
terpretation of the whole the contribution of one part. To be truly
integrative, we must try to use the contributions of every part for
the building of our system. Looking at the sciences of Nature, Life,
and Mind, we may extract from each one specific and particularly
important concept, viz., from the first: quantity, from the second:
order, and from the third: meaning or significance (in German:
Sinn). Our psychology, then, must have a place for all of these.
Let us discuss them one by one.

QuanTrry anp Quavrty. Modern scientific psychology was started
by quantification. Mental functions were shown to be expressible
in purely quantitative terms (Weber’s Law), and ever since then
the quantitative interest has done as much harm as good to the
further development of our science. On the one side, we find those
who want to measure everything, sensations, emotions, intelligence;
and on the other, those who deny that true psychological pro-
blems are amenable to quantitative treatment; to them, psychology
is the domain of quality, excluding quantity. In my opinion this
famous antithesis of quantity and quality is not a true antithesis at
all. It owes its popularity largely to a regrettable ignorance of the
essence of quantity as used in physical science.

Modern science, it is true, begins with quantitative measurement.
The present-day physicist devotes the greatest efforts to making
his measurements finer and finer; but he will not measure anything
and everything, but only such effects as in some way or other
contribute to his theory. It is impossible to discuss here all the func.
tions of quantitative measurement in physics. But it is fair to say
that a mere collection of numbers is never what the physicist wants.
What he is frequently interested in is the distribution of measurable
characteristics in a given volume and the changes which such dis-
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tributions undergo. Both types of facts he describes by means of
mathematical equations which may contain a few concrete num-
bers but in which abstract numbers are by far the most important
constituents. And the mathematical formula establishes primarily
a definite relationship between these abstract numbers. Measure-
ment has then the role to test the validity of the equation for the
process which it is meant to describe, ie., of the relationship es-
tablished. Such a relationship, however, is no longer quantitative
in the simple sense in which any one concrete number is; its quan-
tity is no longer opposed to quality. The misunderstanding arises
when one considers only the individual facts with their measured
quantities, overlooking the manner of their distribution. But the
lateer is no less factual than the former, and it indicates a property
or quality of the condition or process under discussion. A simple
example should clarify this point: In a soap bubble the forces of
cohesion between the soap particles pull them as close together as
possible. They are held in equilibrium by the air enclosed by the
soap membrane, whose pressure would increase if the bubble con-
tracted. The soap, therefore, must remain distributed over the out-
side boundary of an air volume, and the distribution will be such
that it will occupy as little space as possible. Since of all solids the
sphere is the one which has the greatest volume for a given surface
or the smallest surface for a given volume, the soap will distribute
itself on a spherical surface. A statement like this seems to me to
be as much qualitative as quantitative; the latter, because it says
of each particle that it is here and not somewhere else; the former,
because it assigns a definite shape with all its peculiarities to our
distribution. Once our attention has been drawn to this point we
shall find it difficult in a great many cases to decide whether a state-
ment is quantitative or qualitative. A body moves with constant
velocity; truly quantitative, but equally truly qualitative, and the
same is true whatever kind of velocity we attribute to the body.
Thus when the velocity varies with the sine or cosine of time, the
body executes a periodic movement which is qualitatively quite
different from a mere translatory movement.

* We conclude from these examples: the quantitative, mathematical
description of physical science, far from being opposed to quality,
is but a particularly accurate way of representing quality. 1 will,
without proof, add that a description may be quantitative without
being at the same time the most adequate one. Of the two analytic
equations of the circle: * 4+ y* =% and r = constant, the second
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expresses the specific quality of the circle more directly and hence
more adequately than the first.

And we can now draw a lesson for our psychology: it may be
perfectly quantitative without losing its character as a qualitative
science, and on the other hand, and at the present moment even
more important, it may be unblushingly qualitative, knowing that
if its qualitative descriptions are correct, it will some time be pos-
sible to translate them into quantitative terms.!

OrpER. Let us now turn to “order,” the concept derived from the
sciences of life. Can we give a satisfactory definition of this con-
cept? We speak of an orderly arrangement of objects when every
object is in a place which is determined by its relation to all others.
Thus the arrangement of objects thrown at random into a lumber
room is not orderly, while that of our drawing room furniture is.
Similarly we speak of an orderly march of events (Head) when
each part event occurs at its particular time, in its particular place,
and in its particular way, because all the other part events occur
at their particular times, in their particular places, and in their par-
ticular ways. An orderly march of events is, e.g., the movement of
the piano keys when a practised player plays a tune; a mere sequence
of events without any order takes place when the keys are pressed
down by a dog running over the keyboard.

“ORDER NOT AN OBJECTIVE CATEGORY.” Both examples may give rise
to a particular objection or may lead to a special theory of order. Let
us take up the objection first: “Why,” so an opponent, whom for the
sake of convenience we shall call Mr. P, might ask, “do you call
the motions of the piano keys in the second case less orderly than
the first? I can,” so he continues, “find only one reason, and that is
that you like the first better than the second. But this subjective
feeling of preference is surely not a sufficient reason for intro-
ducing a distinction allegedly fundamental, and for deriving from
this distinction a new scientific category. And the same is true of
your first example. You happen to like your drawing room, but I
can well imagine a person, say a stranger from another planet, who
would feel happier in your storeroom. Look at your two cases
without any personal bias; then you will find that each object,
whether in the drawing room or in the loft, is where it is because,
according to mechanical laws, it could not be anywhere else; and
just so is each key set into motion according to the stern laws of
mechanics whether it be Paderewski’s fingers or a frightened dog

1 Wertheimer expressed a similar idea in an unpublished lecture from which
Scheerer quotes (p. 272, fn. 1).
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which run over the keyboard. But if the ordinary old mechanical
laws explain these events, why introduce a new concept, order,
which confuses the issue by creating an artificial difference between
processes which from the point of view of mechanics are essentially
similar?”

REFUTATION OF THIS VIEW By viTaLisM. To this argument another
person (we will call him Mr. V) might reply as follows: “My
dear fellow, it is very generous of you to disregard your own feel-
ings in the matter, for I know how sensitive you are to badly fur-
nished rooms and how fastidious your taste is with regard to piano
music. I shall therefore exclude from my answer the person who is
merely supposed to look at or live in one of our two rooms and to
listen to the two sequences of tones, just as you said one should.
But even so there remains a difference between the two alternatives
in each of the two examples, and this difference is decisive, since it
refers to the way in which the arrangement and the sequence have
been brought about. In my ideal lumber room, each piece has been
deposited as it happened to come without regard to any other. And
since, as you pointed out yourself, every object in this loft is where
it is according to strict mechanical laws, this lumber room is an
excellent example of what mechanical forces will do if left to them-
selves. Compare this with our drawing room. Here, careful plan-
ning has preceded the actual moving of the furniture, and each piece
receives a place that makes it subservient to the impression of the
whole. What does it matter whether a table has at first been pushed
too far to the left? Somebody who knows the plan, or who has a
direct feeling for the intended effect, will push it back into its proper
place: just so a picture hung awry will be straightened out; vases
with proper flowers will be well distributed, all of course with the
help of mechanical forces, but nothing by these mechanical forces
alone. I need not repeat my argument for the two tone sequences,
the application is too obvious. But my conclusion is this: in inor-
ganic nature you find nothing but the interplay of blind mechanical
forces, but when you come to life you find order, and that means a
new agency that directs the workings of inorganic nature, giving
aim and direction and thereby order to its blind impulses.” And so
Mr. V, in trying to answer Mr. P’s argument, has developed the
theory which I referred to at the beginning of this discussion. Re-
membering our previous discussion of nature and life, one will
recognize this theory as a vitalistic one. As a matter of fact the
strongest arguments for vitalism have been based on the distinction
of orderly processes and blind sequences.
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. SOLUTION OF THE POSITIVIST-VITALIST DILEMMA. But let us return to
the argument between Messrs. P and V. We have already pledged
our psychology to a rejection of vitalism. But can we disregard V’s
answer to P’s argument, his defence of the distinction between
orderly and orderless arrangements and events? We can not. And
that lands us in a quandary: we accept order but we reject a spe-
cial factor that produces it. For the first we shall be despised by
Mr. P and his followers; for the second we shall incur the wrath
of Mr. V. Both reactions would be justified if our attitude were
truly eclectic; we should then appear to accept two propositions
that are incompatible with each other. Therefore the task of our
system is clearly defined: we must attempt to reconcile our ac-
ceptance and our rejection, we must develop a category of order
which is free from vitalism. The concept of order in its modern
form is derived from the observation of living beings. But that does
not mean that its application is restricted to life. Should it be pos-
sible to demonstrate order as a characteristic of natural events and
therefore within the domain of physics, then we could accept it in
the science of life without introducing a special vital force re-
sponsible for the creation of order. And that is exactly the solution
which gestalt theory has offered and tried to elaborate. How that
has been done we shall learn in the course of this book. But it is
meet to point out the integrative function of the gestalt solution.
Life and nature are brought together not by a denial of one of the
most outstanding characteristics of the former but by the proof
that this feature belongs to the latter also. And by this kind of
integration gestalt theory contributes to that value of knowledge
which we have called reverence for things animate and inanimate.
Materialism accomplished the integration by robbing life of its
order and thereby making us look down on life as just a curious
combination of orderless events; if life is as blind as inorganic
nature we must have as little respect for the one as for the other.
But if inanimate nature shares with life the aspect of order, then
the respect which we feel directly and unreflectively for life will
spread over to inanimate nature also.

‘S1eN1FICANCE, VALUE. We turn to the last of our categories: sig-
nificance. What we mean by that is harder to explain than the two
previous concepts, and yet here lies one of the deepest roots of
gestalt theory, one which has been least openly brought before the
English-speaking public. The reason for this is easy to understand.
There is such a thing as an intellectual climate, and the intellectual
climate, just as the meteorological, varies from country to country.
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And just as the growth of a plant depends upon the physical climate,
so does the growth of an idea depend upon the intellectual climate.
There can be no doubt that the intellectual climates of Germany
and the United States are widely different. The idealistic tradition
of Germany is more than an affair of philosophic schools; it per-
vades the German mind and appears most openly in the writings
and teachings of the representatives of “Geisteswissenschaften,” the
moral sciences. The meaning of a personality prominent in history,
art, or literature seems to the German mind more important than
the pure historical facts which make up his life and works; the
historian is often more interested in the relation of a great man to
the plan of the universe than in his relations to the events on the
planet. Contrariwise, in America the climate is chiefly practical;
the here and now, the immediate present with its needs, holds the
centre of the stage, thereby relegating the problems essential to Ger-
man mentality to the realm of the useless and non-existing. In
science this attitude makes for positivism, an overvaluation of mere
facts and an undervaluation of very abstract speculations, a high
regard for science, accurate and earthbound, and an aversion, some-
times bordering on contempt, for metaphysics that tries to escape
from the welter of mere facts into a loftier realm of ideas and ideals.

Therefore when the first attempts were made to introduce gestalt
theory to the American public, that side which would most readily
appeal to the type of German mentality which I have tried to
sketch was kept in the background, and those aspects which had
a direct bearing on science were emphasized. Had the procedure
been different, we might have incurred the danger of biassing our
readers against our ideas. Living in a different intellectual climate
they might have taken this aspect of gestalt theory for pure mys-
ticism and decided not to have anything to do with the whole
theory before they had had a chance of becoming acquainted with
its scientific relevance.

At the present moment, however, when gestalt theory has been
taken up as’a main topic of discussion, it seems only fair to lift the
old restriction and expose all its aspects.

THE DILEMMA OF GERMAN PSYCHOLOGY OUT OF WHICH GESTALT
THEORY AROSE. 10 do this I shall revert for a moment to the origins
of our theory and to the leading ideas of its first founder, Max
Wertheimer. What I said about the German intellectual climate
does not apply to German experimental psychology. Rather, experi-
mental psychology had carried on a feud with speculative psy-
chologists and philosophers who, not without reason, belittled its
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achievements and claimed that mind in its truest aspects could
never be investigated by scientific methods, i.e., by methods derived
from the natural sciences.? How could, so the argument would run,
the laws of sensation and association, which then composed the
bulk of scientific psychology, ever explain the creation or enjoyment
of a work of art, the discovery of truth, or the development of a
great cultural movement like that of the Reformation? The facts to
which these opponents of scientific psychology pointed and the facts
which the experimental psychologists investigated were indeed so
far apart that they seemed to belong to different universes, and no
attempt was made by experimental psychology to incorporate the
larger facts in their system which was erected on the smaller ones,
at least no attempt which did justice to the larger.

Weighing this situation in retrospect we are forced to take an
attitude similar to that which we took with regard to the material-
ism-vitalism controversy. We must admit that the criticism of the
philosophers was well founded. Not only did psychology exhaust
its efforts in trivial investigations, not only had it become stagnant
with regard to the problems it actually worked on, but it insisted
on its claim that it held the only key to those problems which the
philosophers emphasized. Thus the historian was right when he
insisted that no laws of sensation, association or feeling—pleasure
and displeasure—could explain a decision like that of Caesar’s to
cross the Rubicon with its momentous consequences; that, generally
speaking, it would be impossible to incorporate the data of culture
within current psychological systems without destroying the true
meaning of culture. For, so they would say, culture has not only
existence but also meaning or significance, and it has value. A psy-
chology which has no place for the concepts of meaning and value
cannot be a complete psychology. At best it can give a sort of under-
structure, treating of the animal side of man, on which the main
building, harbouring his cultural side, must be erected.

On the other hand we cannot disregard the attitude of experi-
mental psychology. Its position was this: for ages psychology had
been treated in the way which philosophers and historians claimed
to be the only true one, with the result that it had never become a
true science. Clever, even profound, things might have been said
about men’s higher activities by speculative philosophers and “un-
derstanding” historians, but all these dicta bore the stamp of their
authors’ personalities; they could not be verified and could not
produce a scientific system. Science wants an explanation in terms

2 A good account of this side of German psychology is given by Kliiver.
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of cause and effect, but the kind of psychology they opposed gave
explanations in terms of motives and values. This, the experimental
psychologists averred, was no explanation at all, whereas their work
was concerned with true causal theories. If it failed at the moment
to include the cultural aspects, it did so only because it was so very
young. But a building had to be erected from the bottom and not
from the roof. “Psychologie von unten” was their slogan. And there
is much to be said for this attitude. If we believe that the sciences,
natural and moral, are not merely a collection of independent human
activities, some players playing one kind of game, others another,
but that they are branches of one all-embracing science, then we
must demand that the fundamental explanatory principles be the
same in all.

The dilemma of psychology, then, was this: on the one hand it
was in possession of explanatory principles in the scientific sense,
but these principles did not solve the most important problems of
psychology, which therefore remained outside its scope; on the other
hand, it dealt with these very problems, but without scientific ex-
planatory principles; zo understand took the place of to explain.

WERTHEIMER'S SOLUTION OF THE DILEMMA. This dilemma must
have been prominent in Wertheimer’s mind even when he was a
student. Perceiving the merits and faults of both sides, he could
not join either, but he had to try to find a solution of this acute
crisis. In this solution two principles could not be sacrificed: the
principles of science and of meaning. And yet these very two were
the origin of the whole difficulty. Scientific progress occurs very
often by a re-examination of the fundamental scientific concepts.
And to such a re-examination Wertheimer devoted his efforts. And
his conclusions can be stated in a few simple words, although they
demand a radical change of our habits of thought, a change in our
most ultimate philosophy. To explain and to understand are not
different forms of dealing with knowledge but fundamentally iden-
tical. And that means: a causal connection is not a mere factual
sequence to be memorized like the connection between a name and
a telephone number, but is intelligible. I shall borrow a simile from
Wertheimer (1925). Suppose we entered Heaven with all our sci-
entific curiosity and found myriads of angels engaged in making
music, each playing on his own instrument. Our scientific training
would tempt us to discover some law in this celestial din. We might
then set out to look for regularities of such a kind that, when angel
A has played do, angel C would play re, then angel M fa, and so on.
And if we were persistent enough and had sufficient time at our
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disposal, we might discover a formula which would make it pos-
sible for us to determine the note played by each angel at each
moment of time. Many philosophers and scientists would say that
then we had explained the music of the heavens, that we had dis-
covered its law. This law, however, would be nothing ‘more than
a factual statement; it would be practical, making prediction pos-
sible, but it would be without meaning. On the other hand, we
might try to hear the music as one great symphony; then if we
had mastered one part, we should know a great deal about the
whole, even if the part which we had mastered never recurred again
in the symphony; and if eventually we knew the whole we should
also be able to solve the problem which was resolved by our first
attempt. But then it would be of minor significance and derivative.
Provided, now, that the angels really played a symphony, our second
mode of approach would be the more adequate one; it would not
only tell us what each angel did at any particular moment but why
he did it. The whole performance would be meaningful and so
would be our knowledge of it.

Substitute the universe for Heaven and the occurrences in the
universe for the playing of the angels and you have the application
to our problem.

The positivistic interpretation of the world and our knowledge
of it is but one possibility; there is another one. The question is:
Which is really true? Meaning, significance, value, as data of our
total experience give us a hint that the latter has at least as good a
chance of being the true one as the former. And that means: far
from being compelled to banish concepts like meaning and value
from psychology and science in general, we must use these con-
cepts for a full understanding of the mind and the world, which is
at the same time a full explanation.

THE COMMON PRINCIPLE IN THE PRECEDING DISCUSSION

We have discussed quantity, order and meaning with regard to
their contributions to science in general and to psychology in par-
ticular. We extracted each of our categories from a different science,
but we claimed that despite their different origins, they are all uni-
versally applicable. And as a matter of fact, in our treatment of the
issues involved in each of our three categories we have found the
same general principle: to integrate quantity and quality, mechan-
ism and vitalism, explanation and comprehension or understanding,
we had to abandon the treatment of a number of separate facts for
the consideration of a group of facts in their specific form of con-
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nection. Only thus could quantity be qualitative, and order and
meaning be saved from being either introduced into the system of
science as new entities, the privileges of life and mind, or discarded
as mere figments.

GENERALITY OF THE GESTALT CATEGORY

Do we then claim that all facts are contained in such intercon-
pected groups or units that each quantification is a description of
true quality, each complex and sequence of events orderly and
meaningful? In short, do we claim that the universe and all events
in it form one big gestalt?

If we did we should be as dogmatic as the positivists who claim
that no event is orderly or meaningful, and as those who assert that
quality is essentially different from quantity. But just as the category
of causality does not mean that any event is causally connected with
any other, so the gestalt category does not mean that any two states
or events belong together in one gestalt. “To apply the category of
cause and effect means to find out which parts of nature stand in
this relation. Similarly, to apply the gestalt category means to find
out which parts of nature belong as parts to functional wholes, to
discover their position in these wholes, their degree of relative inde-
pendence, and the articulation of larger wholes into sub-wholes.”
(Koffka, 1931b.)

Science will find gestalten of different rank in different realms,
but we claim that every gestalt has order and meaning, of however
low or high a degree, and that for a gestalt quantity and quality
are the same. Now nobody would deny that of all gestalten which
we know those of the human mind are the richest; therefore it is
most difficult, and in most cases still impossible, to express its quality
in quantitative terms, but at the same time the aspect of meaning
becomes more manifest here than in any other part of the universe.

WHY PSYCHOLOGY?

Psychology is a very unsatisfactory science. Comparing the vast
body of systematized and recognized facts in physics with those in
psychology one will doubt the advisability of teaching the latter
to anybody who does not intend to become a professional psy-
chologist, one might even doubt the advisability of training pro-
fessional psychologists. But when one considers the potential con-
tribution which psychology can make to our understanding of the
universe, one’s attitude may be changed. Science becomes easily
divorced from life. The mathematician needs an escape from the
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thin air of his abstractions, beautiful as they are; the physicist wants
to revel in sounds that are soft, mellow, and melodious, that seem
to reveal mysteries which are hidden under the curtain of waves
and atoms and mathematical equations; and even the biologist likes
to enjoy the antics of his dog on Sundays unhampered by his week-
day conviction that in reality they are but chains of machine-like
reflexes. Life becomes a flight from science, science a game. And
thus science abandons its purpose of treating the whole of existence.
If psychology can point the way where science and life will meet,
if it can lay the foundations of a system of knowledge that will
contain the behaviour of a single atom as well as that of an amoeba,
a white rat, a chimpanzee, and a human being, with all the latter’s
curious activities which we call social conduct, music and art, litera-
ture and drama, then an acquaintance with such a psychology
should be worth while and repay the time and effort spent in its
acquisition.
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THE STARTING POINT

We have developed a very ambitious programme and must now
begin to carry it out. But where are we to begin, what is our start-
ing point to be? Everybody knows the kind of facts in psychology
which he wants to learn something about; there are all too many,
and that makes it so difficult to choose one for a beginning. Why
do we love our families, why can one person enjoy music while
it is boring to another, why is it so difficult to understand mathe-
matics, how does a great scientist hit upon his new ideas, why
are some people extremely conservative, others extremely radical,
how do children differ from adults, animals from humans? How-
ever, all of these questions presuppose a whole theoretical system
which we have not yet developed. No such question can therefore
stand at the beginning of a treatise on psychology. Should we then
start by selecting fundamental facts? The difficulty remains the
same, for which facts are fundamental, and how would the stu-
dent to whom such an allegedly fundamental fact was presented
know it to be fundamental? This is a very real difficulty which I
remember all too well from my student days. When in the first
lectures of my first course in psychology the professor talked about
colour mixture, colour contrast, and the colour pyramid, I began
to be very deeply disappointed with psychology, for I could not for
the life of me see why these were fundamental psychological facts.

24
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Before a fact can become a fundamental fact, a setting must have
been prepared in which all facts take their more or less prominent
places, be it on the ringside or in the gallery.

DEFINITIONS OF PSYCHOLOGY ,

Such a setting is usually given by a definition of psychology,
what its subject matter is, what its methods are. Since the methods
depend upon the subject matter we shall concentrate on a definition
or, better, on a delineation of our science first. Three different defini-
tions of our subject matter can be discriminated: Psychology as the
science of consciousness, of mind, and of behaviour. Although psy-
chology was reared as the science of consciousness or mind, we shall
choose behaviour as our keystone. That does not mean that I regard
the old definitions as completely wrong—it would be strange indeed
if a science had developed on entirely wrong assumptions—but it
means that if we start with behaviour it is easier to find a place for
consciousness and mind than it is to find a place for behaviour if
we start with mind or consciousness.

The swing from consciousness to behaviour is largely due to the
work of American psychology, although, as far as I know, William
McDougall was actually the first to define psychology in terms of
behaviour. But what he meant by behaviour was something differ-
ent from and much more inclusive than what is meant by the Amer-
ican school which takes its name from this term. Since their usage
of the term is restricted and implies a theory of behaviour we must
return to McDougall’s usage, which is purely descriptive and there-
fore does not prejudge in favour of any theory.

MOLAR AND MOLECULAR BEHAVIOUR

The difference between McDougall’s and the behaviourists’ mean-
ing of behaviour has been very appropriately described by Tolman
as the difference between behaviour as a molar and a molecular -
phenomenon. Without going into a detailed exposition at this mo-
ment I will give a few examples to bring this difference home. A
molar behaviour is: the student’s attendance at class, the lecturer’s
delivery, the pilot’s navigation, the excitement of the spectators at
a football game, Mr. Babbitt’s flirtation, Galileo’s work which revo-
lutionized science, the hunting of the hound and the running of
the hare, the biting of the fish and the stalking of the tiger, in
short, all those countless occurrences in our everyday world which
the layman calls behaviour. Molecular behaviour, on the other hand,
is something very different: the process which starts with an ex-
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citation on the sensory surface of an animal, is conducted by nerve
fibres to nerve centres, switched over to new, efferent nerves, and
ends in a muscle contraction or a gland secretion. Now the ordinary
man, probably more than gg9%, of the population of the earth, knows
nothing about the latter, whereas everyone knows the former; on
the other hand, those who know anything about physiology will
have to admit that molar behaviour always implies muscle contrac-
tions which in their turn set our limbs into motion and are activated
by nervous impulses. It is very easy to pass from a statement like this
to another: molar behaviour is a secondary phenomenon; it is but
the last outwardly observable result of a great number of physio-
logical processes; these are the primary events; these form con-
tinuous causal sequences; and, therefore, these alone can form the
subject matter of a science. Therefore, for behaviourism molar be-
haviour supplies no more than the problems, the solutions must
always be given in terms of molecular behaviour, so that the finished
system of psychology will contain only molecular data, the molar
ones having been completely eliminated. We are not yet concerned
with the particular mode in which behaviourism tried to carry
through its programme, but we may emphasize two aspects of its
doctrine: (1) It attributes reality to parts, denying it to the wholes
which these parts compose: the molar has to be resolved into the
molecular; (2) as a result of this, psychology would forever re-
main exposed to the criticism of the Moral Sciences which we have
discussed at the end of the first chapter. Meaning and significance
could have no possible place in such a molecular system; Caesar’s
crossing the Rubicon: certain stimulus-response situations; Luther at
Worms: so many others; Shakespeare writing “Hamlet”; Beethoven
composing the Ninth Symphony; an Egyptian sculptor carving the
bust of Nephretete, would all be reduced to the stimulus-response
schema. What then holds our interest in these occurrences? If they
“are nothing but combinations of ome type of events, stimulus-
response sequences, why do we not take as much interest in the
sequence of numbers that come out as winners on the roulette table,
why do we not pore over a list of all the bridge hands that have
ever been dealt? The behaviourist will explain this by saying that
the sequence of stimulus-response situations in most of us has been
such that now we react positively to Shakespeare and Beethoven,
and negatively to statistics of rouge et noir. At this the historian
would throw up his hands in despair, and would continue his work
confirmed in the conviction that psychology, whatever else it might
be, is perfectly useless for his purposes, and the behaviourist would
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let the historian continue writing his fiction, equally convinced that
his was the only truth.

Clearly such a state of affairs is highly unsatisfactory to anyone
who is not a sceptic by nature or profession. What can he do to
satisfy the just claims of the two opposing factions, to prevent the
disruption of knowledge into a number of incoherent sciences? If
psychology is to be the science of behaviour, must it not have a real
place for Caesar, Shakespeare, Beethoven, a place which gives to
the behaviour of these men the same outstanding and distinctive
position in his system which they enjoy in the estimation of the
ordinary educated person and the historian? It is clear that such
an aim cannot be achieved if psychology begins and ends with
molecular behaviour. Let us try molar behaviour instead. Perhaps
it will be possible to find a place for molecular behaviour in a
system that begins and ends with molar.

MOLAR BEHAVIOUR AND ITS ENVIRONMENT

What is the most general statement we can make about molar
behaviour? That it takes place in an environment, whereas molec-
ular behaviour takes place within the organism and is only initiated
by environmental factors, called the stimuli. Molar behaviour of
the type we have chosen for our examples occurs in an external
setting: the student’s class performance occurs in the classroom in-
which the lecturer holds forth; conversely, the lecturer behaves in
a room filled with students who at least understand his language,
if nothing else; Mr. Babbitt flirts in a very definite social environ-
ment, to say nothing about the partner necessary for this accom-
plishment; the hound and the hare both run through the field, and
for each of them the other is the outstanding object of the environ-
ment. All this sounds obvious and banal. But it is not quite as
trivial as it appears at first sight. For in reality there are, in all of
the cases just mentioned, two very different environments to be
distinguished from each other, and the question has to be raised:
In which of them has molar behaviour taken place? Let us illus-
trate our proposition by an example taken from a German legend.

The Geographical and the Behavioural Environment. On a win-
ter evening amidst a driving snowstorm a man on horseback
arrived at an inn, happy to have reached a shelter after hours of
riding over the wind-swept plain on which the blanket of snow
had covered all paths and landmarks. The landlord who came to
the door viewed the stranger with surprise and asked him whence
he came. The man pointed in the direction straight away from the
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inn, whereupon the landlord, in a tone of awe and wonder, said:
“Do you know that you have ridden across the Lake of Constance?”
At which the rider dropped stone dead at his feet.

In what environment, then, did the behaviour of the stranger take
place? The Lake of Constance. Certainly, because it is a true
proposition that he rode across it. And yet, this is not the whole
truth, for the fact that there was a frozen lake and not ordinary
solid ground did not affect his behaviour in the slightest. It is in-
teresting for the geographer that this behaviour took place in this
particular locality, but not for the psychologist as the student of
behaviour; because the behaviour would have been just the same
had the man ridden across a barren plain. But the psychologist
knows something more: since the man died from sheer fright after
having learned what he had “really” done, the psychologist must
conclude that had the stranger known before, his riding behaviour
would have been very different from what it actually was. There-
fore the psychologist will have to say: There is a second sense to
the word environment according to which our horseman did not
ride across the lake at all, but across an ordinary snow-swept plain.
His behaviour was a riding-over-a-plain, but not a riding-over-a-lake.

What is true of the man who rode across the Lake of Constance
is true of every behaviour. Does the rat run in the maze the experi-
menter has set up? According to the meaning of the word “in,”
yes and no. Let us therefore distinguish between a geographical
and a behavioural environment. Do we all live in the same town?
Yes, when we mean the geographical, no, when we mean the be-
havioural “in.”*

In Which Environment Does Behaviour Take Place? After hav-
ing distinguished two kinds of environment we have to discuss the
question more fully in which of them behaviour occurs. It will
help to elaborate this latter concept if we raise the question: How
does behaviour occur in an environment, what are the general
characteristic relations between behaviour and environment? Take
the example of the hound and the hare: the hare starts from a bush
and runs across an open field in a straight line; the hound will
follow him; when he comes to a ditch, the dog will change its
running movement into a jumping movement and clear the creek.
Now the hare changes his direction; at once the dog will do the
same. I need not continue; what I have said will suffice to draw
the inference that the behaviour is regulated by the environment.
W hich of the two environments does the regulating, the geograph-

‘1 This point is lucidly developed in the beginning of Eddington’s beautiful book.
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ical or the behavioural? From our last example one might be in-
clined to answer: The geographical. But suppose now that the ditch
were covered by a thin layer of snow, sufficient to bear the weight
of the hare but not that of the hound. What would happen? The
dog would fall into the ditch, ie., he would not jump when he
came to the ditch but would continue to run. He would, before his
fall, behave in a ditchless environment. Since, however, the geo-
graphical environment contained the ditch, his behaviour must have
taken place in another one, namely, the behavioural. But what is
true of the few short moments in which the dog stepped on the
treacherous layer of snow, must be true of his entire behaviour;
he has been in that behavioural environment all along.

THE STIMULI As A SUBSTITUTE FOR THE BEHAVIOURAL ENVIRONMENT.
Against this argument one might raise the following objection.
Nobody in his senses could expect that the dog would jump over a
snow-covered ditch, or claim that any animal behaved with regard
to the geographical environment per se. Obviously, two different
geographical environments which are equal with regard to the
manner in which they affect the animal’s sense organs, are also
equivalent for its behaviour. If, therefore, one substitutes the term
stimuli for the term geographical environment, the whole difficulty
disappears, and there is no need to distinguish a behavioural from
a geographical environment.

Justified as this reasoning appears with regard to our example,
it can easily be shown to be wrong. We choose a new type of be-
haviour. Two chimpanzees are separately brought into a cage from
the ceiling of which an enticing banana is suspended. The cage is
absolutely empty save for a box in a place ten feet removed from
the spot over which the lure dangles. One of the animals will, after
a longer or shorter delay, run to the box, carry it under the fruit,
and using it as a stool, take possession of the banana. The other,
less intelligent, after various unsuccessful jumps will resign himself
and eventually ascend the box to sit there sunk in gloom. Both
apes. have behaved in a geographical environment that contained
a box; for both, the stimulus situation was identical. And yet they
have behaved differently, and the behaviour of each was regulated
by the cnvironmcnt.C[' he geographical environment, or the stimulus
situation, cannot be the cause of the different behaviours. But this
difference is explicable as soon as we consider the behavioural en-
vironments of our two animals.\We could describe or explain the
activities of either of them very well if we assumed that the be-
havioural environment of the one contained a “stool” and that of
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the other a “seat,” or in more general terms, the behavioural cage
of the one contained an object functionally alive with regard to the
ape’s present trend of action; that of the other an object functionally
dead.

InprvipuaL Dirrerences. My discussion of this example will meet
with no less fierce opposition than that of the first. Far from ad-
mitting the validity of my inference about the behavioural environ-
ment of the two chimpanzees, the critics will say that I try to re-
introduce the old anthropomorphic explanations which fortunately
psychology had discarded for good, and that in addition I had over-
looked a much simpler explanation. If two animals behave differ-
ently under similar stimulus conditions, then the explanation must
be in the animals themselves; they are either by innate endowment
or by their previous experience so different from each other that
the one behaves in one way, the other in another. I shall not de-
fend myself here against the first part of this attack and accept the
proposition of the other. Certainly, if the geographical environment
is the same for two animals and the animals behave differently in
it, then the cause of this difference must be found in the (“geo-
graphical”) animals. But I want to go beyond this conclusion, for it
is incapable of explaining any actual example, just because it ap-
plies to any and every kind of behaviour. And clearly, when I view
the molar behaviour of these two apes, I find that one uses the box
as a stool; the other uses it as a seat. This description is as adequate
as possible, for neither does the intelligent ape fumble about the
box until after many vicissitudes he finds himself incidentally
standing upon it, nor does the other behave similarly with the only
difference that in the end the box is still in its old place and the
ape drowsing upon it. No, their molar behaviour is truly described
by saying that the one uses a stool, the other a seat. Certainly the
two animals must be different animals, but we can now see that
this difference must be such as to make of the geographical box two
different manipulanda, to borrow another term from Tolman.
What more do we say when we call these two manipulanda parts
of the behavioural environments of our two apes? We started our
whole discussion of molar behaviour with the proposition that it
takes place in an environment. Since the geographical environment
or the “stimulus-providing geographical environment” cannot be
the immediate cause of the two behaviours, we must either deny our
proposition and establish behaviour without environment—and then
our manipulanda would have no place at all—or we must accept
these manipulanda as realities, stick to our proposition, and then
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retain the behavioural environment as that kind of reality which
contains the manipulanda and possibly other things as well. In other
words, we maintain that the relation between behaviour and the
geographical environment must remain obscure without the media-
tion of the behavioural environment. .

Benaviour aND GrocrapHICAL EnviRonMENT. Let us summarize
what we have gained so far: behaviour takes place in a behavioural
environment by which it is regulated. The behavioural environment
depends upon two sets of conditions, one inherent in the geo-
graphical environment, one in the organism. But it is also meaning-
ful to say that behaviour takes place in a geographical environment.
What does this signify? (1) Since the behavioural environment de-
pends upon the geographical, our proposition connects behaviour
with a remote instead of an immediate cause. This may be useful
in itself, and it will help to set our problem, for (2) the results of
the animal’s behaviour depend not only on his behavioural but also
on his geographical environment, quite apart from the dependence
of the former upon the latter. The geographical environment, not
only the behavioural, is changed through all behaviour: the fruit is
eaten and thereby ceases to exist as a fruit; the snow bridge is
broken and gives place to a hole; the box is actually transported
when the ape uses his “stool.” As a matter of fact, in all our ex-
amples, and in a great many others, the behavioural result depends
upon a geographical result. The type of behaviour which we have
so far exclusively considered cannot occur in a behavioural world
alone, although there are other types where this is more or less the
case, as, for instance, when a man in delirium tremens catches non-
existent fish in his tub and shows them with great pride to the
attendants. We gather from this that the relation between the two
environments will present us with a fundamental problem in our
future theories.

Behaviour Defined. (3) One particular aspect of the second point
may be given a special mention: certain properties of the geograph-
ical environment will produce movements of the organism which
we have not yet considered. Think of a mountaineer who breaks
through a snow bridge, and not being roped to a companion, falls
hundreds of feet into the icy chasm. Here we have a movement of
an organism that is exclusively determined by the geographical
environment. Before the victim loses consciousness he may make
frantic efforts to stop his fall. These movements are still behaviour
occurring in a behavioural environment, but at the same time the
body drops whether there exists a behavioural environment or not
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and whether the man has retained or lost consciousness{ This is
again perfectly banal, and yet it gives us a means of defining
behaviour: fonly such movements of organisms are to be called be-
haviour as occur in a behavioural environment:yMovements which
occur only in a geographical environment are not behaviour, It
should be noticed that this definition does not claim that all be-
haviour is movement.

The Locus of Behavioural Environment. Let us now go one step
further. So far the behavioural environment has been introduced as
a mediating link between geographical environment and behaviour,
between stimulus and response. These two terms denote objects

which seem to have a very definite place

in our system of knowledge; they both be-

long to the external world. But what is

the locus of behavioural environment? To

prepare for our answer we may discuss a

new example, a series of experiments by

Révész. Révész trained chicks to peck from

the smaller of two simultaneously pre-

sented figures. Beginning with circles he

then substituted rectangles, squares and

Fig. 1 triangles, taking good care that the rela-

tive positions of the two figures were con-

tinually changed; this is necessary, of course, in order to obviate the
possibility that the animals, instead of learning to choose the smaller,
might have learned to choose the “right” or the “left,” the “upper”
or the “lower.” After this training was completed, he introduced as
new figures two segments of a circle of different sizes presented in
different positions; he then interspersed his critical experiments: two
equal segments were presented so as to cause for us the well-known
optical illusion called the Jastrow illusion. (See Fig. 1.) And in the
vast majority of cases the hens pecked from the one which to us
appears smaller. The whole course of this experiment is a demon-
stration of behavioural environment, for in terms of geographical
environment it is meaningless to say that the birds learned to choose
the smaller of two figures. “Of squares, parallelograms and tri-
angles, the animal in the majority of cases chose the smaller figure
without any introductory training” (p. 44). But for our present
purposes the critical experiments are of particular interest. Why do
the animals choose one of the two equal figures, when they have
been trained to choose the smaller one? Described in these geograph-
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ical terms their behaviour seems quite unintelligible, and neither
stimulus properties nor experience can supply even the semblance
of a satisfactory answer. But everything becomes perfectly plain and
simple if we answer our question as every unbiassed layman would
answer it, by saying: The animals chose one of the two equal figures
because it looked to them smaller, just as it looks smaller to us.
Or, in our terminology, the behavioural environment in the critical
experiments was similar to the behavioural environment in the
training experiments inasmuch as it too contained a larger and a
smaller figure, although the critical geographical environment con-
tained two figures of equal size. The behaviour of the hens cannot
be explained in any way without the assumption that they were
directed in their choice by a relation. Since this relation certainly
does not obtain in the geographical environment, it must have
been present somewhere else, and this somewhere else is what we
call the behavioural environment. When now we remember what
the layman had to say about this experiment, we see that our dif-
ference between the geographical and the behavioural environment
coincides with the difference between things as they “really” are and
things as they look to us, between reality and appearance. And we
see also that appearances may deceive, that behaviour well adapted
to the behavioural environment may be unsuited to. the geograph-
ical. If, for instance, we were as naive with regard to the Jastrow
illusion as Révész’s hens and happened to need two objects of
equal shape and size we would not choose these two figures. I can
illustrate the truth of this proposition by an experiment which I
made in the summer of 1932 in a small village in Uzbekistan in
Central Asia. I had shown the Jastrow illusion, using the pattern
of the “Pseudoptics,” to a young native who was the host of the tea
house, the one meeting place of the male populace of the village.
The man behaved as the hens did, apart from the fact that his
reactions consisted not in pecking but in pointing to the larger
of the two pieces of cardboard. I then put one on top of the other
and gave them to him to handle. I wanted to see what explanation
he would give to the curious discrepancy between their previous in-
equality and their now manifest equality. He said something like
illusion, but without much conviction; and when I asked, “So you
think they do not really change when you take them apart,” he
answered, “Oh, yes, I believe they wi:ll change a little.”

Funcrion oF BenaviouraL Environment. Our argument, based
on the Révész experiments, proved that the relation between the
geographical environment, or the stimulus pattern, and behaviour
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is tremendously simplified by the introduction of the behavioural
environment as a mediating link. This relationship is thus broken
up into two different relationships, that between the geographical
and the behavioural environment and that between the latter and
behaviour. That this second relationship is, at least in many cases,
intelligible, appeared from our example; if the upper of the two
geographically equal ring sectors was behaviourally smaller, then
the fact that the animals trained to choose the smaller of two
figures selected the upper one offered no new problem.

We might have demonstrated the same fact in precisely the op-
posite way. It happens again and again that different stimuli pro-
duce the same reaction: this becomes perfectly intelligible if we
know that under the given conditions of the case these different
stimulations produce the same behavioural object. We shall discuss
such cases later (Chapter VI) when we treat perceptual constancies,
like those of size and colour, from the point of view of the relation
between the geographical and the behavioural environments. At the
moment we will only point out that, e.g., two surfaces may both
look black, although one may reflect a thousand times as much light
as the other; or expressed in terms of behaviour: two stimuli as
different as those which we have just mentioned may lead to the
same behaviour, for instance, if the task is to pick up a black object.
To account in terms of stimulus response for this uniformity of
behaviour in the face of the tremendous diversity of stimulation
is impossible, particularly if one remembers that under other condi-
tions a difference in stimulation of only 2%, will lead to different
behaviour.

In terms of the behavioural environment the difficulty disappears;
behaviour with regard to two stimuli is identical when they pro-
duce two identical behavioural objects; it is different when the two
corresponding behavioural objects are different. The problem which
remains is no longer that of the relation between stimulus and
behaviour, but that of the relation between the geographical and
the behavioural environment. This problem can be solved sys-
tematically, but the problem of the pure stimulus-response relation
can find no systematic solution as proved by the facts of constancy
—identical behaviour with respect to different stimuli—and those
of the Révész experiment—different behaviour with respect to iden-
tical stimuli.?

2 'This criticism applies with equal force to Tolman’s definition of discriminanda
and discriminanda capacities. (Pp. 86 f. and g1 f. See also Koffka, 1933, p. 448.)



GEOGRAPHICAL AND BEHAVIOURAL ENVIRONMENT 35

Consciousness. In the beginning of this chapter I proposed to
use behaviour as the primary subject matter of psychology. But in
my distinction of geographical and behavioural environment, ad-
mittedly equivalent to that of reality and appearance, have I not
smuggled in consciousness through a back door? I must deny this
accusation. If we are forced to introduce the concept of conscious-
ness, we have to accept it, whether we like it or not. But it is im-
portant to note that the word consciousness does not change the
meaning of our own term behavioural environment. If anyone
wants to speak of the animal’s consciousness instead, he must apply
this word to those objects which we call behavioural environment.
Thus the dog’s consciousness in chasing a hare would be “a hare
running through a field,” the ape’s consciousness in trying to ob-
tain the suspended fruit would be “a stool standing in that corner,”
and so forth. The field and the hare, the stool and the fruit, by being
called conscious, or objects of consciousness, must not therefore be
considered as something within the animal, if this has the meaning
of a behavioural, or experienced, within. The behaviourists’ aversion
to consciousness seems to me to be largely founded on this misinter-
pretation. And their claim that they can write a psychology without
consciousness can now be shown to be false. The animals they ob-
serve, the mazes and discrimination boxes they use in their ex-
periments, the books in which they record their results, all these
are first of all parts of their behavioural environments. Forgetting
this fact, and believing that they are speaking of geographical en-
vironments only, they think that they can build a purely “geo-
graphical” theory without behavioural data. But every datum is a
behavioural datum;{physical reality is not-a datum but a con-
structur) This confusion is obscured, and the general obscurity is
increased by the use of the word stimulus, the vicissitudes of which
we shall deal with later{ Here I want merely to point out that it is
easy to write a psychology without consciousness if one fails to
recognize that one’s own environment is a behavioural (conscious)
and not a geographical (physical) one. I will add that there is some
excuse for the behaviourists’ error in the traditional treatment of
consciousness about which we shall learn later. In consideration,
however, of the possible misinterpretations, I shall use the term
consciousness as little as possible. Our term behavioural environ-
ment, though it includes only a part of what is meant by conscious-
ness, should escape misinterpretations; as fully equivalent with con-
sciousness Kohler (1929) has used the term “direct experience”
which we shall also adopt for occasional use. Our term has the ad-
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vantage that it signifies the exact place which it has in the system,
viz., the mediation between geographical environment and be-
haviour.

Behavioural Environment Oply a Part of Direct Experience.
But, as I said, it is incomplete; consciousness means more than be-
havioural environment. And it seems appropriate to indicate now
at least the direction in which it is to be completed, although for a
long time we shall be concerned only with the behavioural environ-
ment. This direction will be seen if we subject our term behaviour
to the same analysis which we performed with regard to the term
environment. We can, indeed, describe behaviour with reference
to either of our two environments, and such descriptions may often
be contradictory to each other. But whether they agree or not, be-
haviour itself must have a different meaning in these two descrip-
tions: since behavioural and geographical environment belong to
two different universes of discourse, the behaviours which occur
within them must belong to the two different universes also. The
man who rode across the Lake of Constance is a good example: his
geographical environment was this big lake, his behavioural an
ordinary snow-covered plain; accordingly, as we have pointed out
before, although with regard to his geographical environment his
behaviour was riding across the lake, his behaviour in regard to his
behavioural environment was riding across a plain. Or in the terms
of the layman: he thought he was riding over terra firma; he had
no notion he was riding on thin ice.

Thus at first sight it seems as though the distinction between
our two behaviours was completely analogous to that between our
two types of environment: here the things as they look and as they
really are, there the activity as the actor thinks it is and as it really
is. But the similarity is not quite as great as it appears “Let us take
another example: we observe three rats in the same mazg, each start-
ing at one end and finally emerging at the other;{Then in a way
we could say the three rats have run through the maze, a geograph-
ical statement; But our observation has convinced us that there
were obvious differences in their behaviour: one ran for food, one
to explore, the third for exercise or from general restlessness. These
characteristics refer to the behaviour within the bekavioural environ-
mentJ/A rat running for food does not do so only from the moment
when' it is near enough to see or smell it, but from the very be-
ginning. Tolman’s book gives ample experimental evidence for
this statement. But the first part of the geographical maze does not
contain the food, nor any stimulation emanating from the food.
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If, nevertheless, the behaviour is directed towards the food, it must
be so in its behavioural environment. The same is true of ex-
ploratory behaviour. We can explore directly only our behavioural
environment, and indirectly merely, through the behavioural, the
geographical one. And even in the last case, the behaviour for exer-
cise or from restlessness is a behaviour in a behavioural eénvironment
since it is regulated by it. Now in all these cases it is no longer a
true description of the two kinds of behaviour to say: behaviour
in the geographical environment is the activity as it really is, in the
behavioural as the animal thinks it is. For an excited behaviour is
really an excited behaviour, an exploratory one really exploratory,
and even a food-directed activity is really food-directed even if the
experimenter has removed the food from the food box. In this last
case, indeed, it is also true that the animal does not run towards
the food, because geographically there is no food, and in some sense
our distinction applies here as it did in the case of the Lake of Con-
stance. But this is no longer a description of behaviour. 1 shall try
to explain this by an example: a ball runs down an incline and
finally falls into a hole. Now there may be water in the hole or not,
and therefore I can say the ball falls into a hole with water or with-
out water. But this difference does not affect the motions of the
ball until it has reached that position in space where the water
begins in the one case and not in the other. For the rest of the
motion the presence or absence of water is wholly irrelevant; sim-
ilarly, the statement that the rat does not run towards food when
the experimenter has just removed it, is quite irrelevant to the run
of the rat until it is near enough to notice the absence of food.
Benaviour anp AccompLisuMeNT. If the description of behaviour
with reference to the geographical environment is not truly a de-
scription of behaviour, what then is it? In order to simplify our
terminology we shall from now on call behaviour with regard to
geographical environment “accomplishment,” and behaviour with
regard to behavioural environment just behaviour. The name “ac-
complishment” indicates directly the reason for describing behaviour
with reference to the geographical environment, because results of
behaviour issue, as we have pointed out, in changes of the geo-
graphical environment. We are often interested in these results,
which are the accomplishments of an animal. But we have learned
just now that the knowledge of an animal’s accomplishment is not
knowledge of its behaviour. I will give a striking example where
accomplishment and behaviour are in a sense opposed to each other.
Suppose I see a person standing on a rock which I know is to be
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blasted away at this very minute. He is too far away for me to
explain his danger to him, so I shout as loud and urgently as I can:
“Come here, quick!” The person, if sufficiently impressed by my
command, will begin to run fowards me behaviourally, but geo-
graphically, in running towards me, he runs away from the danger
spot; geographically speaking, these two descriptions are absolutely
equivalent. If I, however, afterwards relate this incident, I will say
that he got away before the explosion occurred. I describe his ac-
complishment and not his behaviour; the latter was a motion to-
wards something, the former a motion away from something. If the
connection between behaviour and accomplishment were always of
this kind, this world would be a strange place indeed, and it would
certainly not be a world in which we would develop the concept
of meaning. It might be a world of fairy tales; think of Aladdin
who rubbed the lamp and accomplished thereby the appearance of
the djinn. We shall see that experimenters have frequently put
animals in situations where the behaviour and accomplishment were
connected in a manner similar to the rubbing of the lamp and the
appearance of the djinn. But even though as a rule behaviour and
accomplishment do not hang together in this Wonderland way, the
relation between accomplishment and behaviour is in one respect
similar to that between the geographical and the behavioural en-
vironment: if we know one member of either pair we do not yet
know the other. But whereas the first relation is one of the most
important straightforward problems of psychology, the second has
no such simple standing. As a general question, as may be de-
duced from our last examples, it does not, strictly speaking, enter
psychology at all. Still it is a question of some interest which we
shall take up again; furthermore, since the relation between accom-
plishment and behaviour is not, as a rule, of the fairy tale type, we
may often be able to draw inferences from accomplishment to be-
haviour and #zs environment. The whole objective method makes
use of this possibility; the time a rat takes to run a maze, the num-
ber of errors it commits, which blind alleys it will enter and which
not, all such facts give us clues for an interpretation of behaviour
and behavioural environment, but they are not in themselves state-
ments about behaviour.

For we have seen that the only system of reference for describing
behaviour proper is the behavioural environment. And thus we
have so far failed to solve the problem that was set at the beginning
of this long discussion, viz., to supplement our concept of be-
havioural environment so as to make it as comprehensive as the con-



DIRECT EXPERIENCE ° 39

cepts of direct experience or consciousness. We shall now return
to this question.

Our Sources oF KNowrence oF Benaviour. How do we acquire
knowledge of behaviour? Behaviour of an animal is part of our
behavioural environment, and we know it as such, together with
all the other objects and events in our behavioural environment. The
question, how we can know real behaviour, is, therefore, no different
in principle from the question of how we know any non-behavioural
reality. It will not occupy us now; we could not answer it before
we had learned something of the general relation between our geo-
graphical and our behavioural environment. At the moment, two
remarks must suffice: (1) That we must assume the existence of
real behaviour just as we must assume the existence of real tables
and books and houses and animals. (2) Since we have shown that
behaviour is always behaviour in a behavioural environment, not
ours but the animal’s which behaves, we can now settle one of the
objections formerly raised against our procedure, viz., that it is
anthropomorphic. We observe an animal’s behaviour in our be-
havioural environment. If we assumed, without further evidence,
that our behavioural environment and that of the animal were iden-
tical, then we should certainly be open to the criticism of anthropo-
morphism. The assumption, on the other hand, that the animal be-
haves in & behavioural environment, viz., its own, is not anthropo-
morphic at all. How far this environment is identical with ours, in
what characteristic aspects it differs, are very important questions
indeed, and in their solution we must be careful to avoid anthro-
pomorphism. But let us return to our main argument: on the
ground of an animal’s behaviour in our behavioural environment,
and by more indirect methods, we infer the nature of the animal’s
real behaviour. But we are behaving ourselves. And of this behaviour
also we have knowledge. We find it happening in our behavioural
environment, but the word “in” has now a different meaning from
the one it had when we spoke of another animal’s behaviour occur-
ing in our own behavioural environment. The animal is a parz of
our behavioural environment, we ourselves are the centre of our en-
vironment, although not “of it.” The environment is always an
environment of something, so my behavioural environment is the
environment of me and my behaviour. Just as I know my be-
havioural environment, so I know myself and my behaviour in this
environment. Only if we include this knowledge with the be-
havioural environment have we gained a complete equivalent of
what Kohler calls direct experience, or what is called consciousness.
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This knowledge includes, to enumerate a few items, my desires and
intentions, my successes and disappointments, my joys and sorrows,
loves and hatreds, but alsoc my doing zAis rather than zhat. An ex-
ample of the last: my friend asks me, “Who is the lady you raised
your hat to?” I answer, “I did not raise my hat to any lady, I just
raised it because it was too tight on my head.”

ReaL, PHENOMENAL, AND APPARENT BEHaviour. We can now in-
troduce a new terminology. We have seen that we must distinguish
two classes of behaviour from real behaviour, my behaviour in
somebody else’s behavioural environment from my behaviour in
my own behavioural environment; or, with an interchange of sub-
jects, somebody else’s behaviour in my behavioural environment
from his behaviour in his own behavioural environment. We shall
call the first of each pair apparent behaviour, the second phe-
nomenal or experienced behaviour. The apparent behaviour may,
as our hat-raising example shows, be misleading with regard to
real behaviour, but it might also have been a true guide, e.g., if I
had really bowed to a lady. The phenomenal behaviour, on the other
hand, was a true index. No doubt phenomenal behaviour is a very
valuable clue for our knowledge of real behaviour. Whereas the
relation of apparent to real behaviour is of the same kind as that
between behavioural and geographical environment, that between
phenomenal and real behaviour is of a different nature. To some
extent real behaviour reveals itself in phenomenal behaviour. But
only to some extent. For phenomenal behaviour never reveals more
than a fraction of real behaviour, and this fraction may not always
be the most important one. We shall take up this point later. Now
we draw the conclusion that it would be just as wrong to discard
phenomenal behaviour for our knowledge of real behaviour as to
use it exclusively and blindly.

Behaviour and Environment Summarized. We may, in conclud-
ing, schematize our discoveries about behaviour and environment.
(See Fig. 2.) G is the geographical envi-
ronment. It produces BE, the behavioural
environment; in this and regulated by i,
RB, real behaviour, takes place, and parts of
it are revealed in PH B, phenomenal be-

Fig. 2 haviour. In some sense BE, RB, and PH B

occur within the real organism RO, but not

in the phenomenal Ego, which belongs with PH B. RO is directly
affected by G and acts back upon it through RB. Our schema does
not indicate the dependence of BE and PH B upon the organism,
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neither does it contain the results of behaviour. But by RB affecting
G two further changes occur: BE is changed and the phenomenal
Ego is changed. When the ape has eaten the fruit, his behavioural
environment has become “fruitless” and the animal itself “satisfied.”

THE FIELD CONCEPT

So far we have clarified the concept of molar behaviour; we have
seen that it takes place in a behavioural environment and that we
have knowledge of it in two ways, the one revealing apparent molar
behaviour, that of others, the other phenomenal molar behaviour,
that of ourselves. Both types of knowledge are to be used for an
understanding or explanation of real molar behaviour. Further-
more, we have gained some insight into the dynamical aspect of
real molar behaviour. In this way we have laid the foundation for
psychology as the science of molar behaviour. We must now
claborate this point. Which are to be the most fundamental con-
cepts of our system? One of the postulates of our psychology was
that it be scientific. Therefore let us try to discover one of the funda-
mental concepts of science which we can apply to our task. A short
excursion into the history of science will lead us to our discovery.
How did Newton explain the motion of bodies? According to him
every change of motion is due to a force which arises either through
impact—two billiard balls—or by an attraction exercised mutually
by the bodies upon each other, according to his law of gravitation
which gives a quantitative formula of this force. This force Newton
assumed to act without time; it produced an action at a distance.
There is the sun, here is the earth, nothing between them but
empty space, nothing to mediate the attractive force of the sun upon
the earth and vice versa. When, much later, the laws of magnetic
and electric attraction and repulsion were discovered and proved to
be quantitatively identical with Newton’s law of gravitation, the
same interpretation was given to them; they were interpreted as
actions at a distance. This conception of a timeless action had been
very uncongenial to Newton; he made it because he saw no other
possibility, but by the time the first laws of electricity were dis-
covered it had become a well-established concept and held a vested
interest in the system of science. Therefore a young man whose
brilliant experiments in the field of electricity and magnetism were
duly recognized met with much contempt when he tried to explain
his results in different terms, which excluded all action at a distance
and explained electric attraction and repulsion of two bodies by
processes occurring in the medium between them, the dielectric,
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propagated in time from place to place. But Michael Faraday’s
ideas were taken up, elaborated, and given mathematical form by
Clerk Maxwell, who introduced the more general terms: electric
and magnetic field, as the carriers of the forces, and who was able
to deduce the velocity of the propagation of electric and magnetic
forces, which in empty space proved to be identical with the velocity
of light. The believers in the action at a distance put up a strong
fight but were driven from their positions in the fields of electricity
and magnetism, and the attack came to a temporary halt. One
fortress remained in the hands of the enemy, Newton’s gravitation.
And not until the beginning of this century was this citadel forced
to surrender. In Einstein’s theory of gravitation the actions at a dis-
tance disappeared just as they had disappeared before from elec-
tromagnetism, and the gravitational field took their place. Empty
space as mere geometrical nothingness vanished from physics, being
replaced by a definitely distributed system of strains and stresses,
gravitational and electromagnetic, which determines the very geo-
metry of space. And the distribution of strains and stresses in a given
environment will determine what a body of a given constitution will
do in that environment. Conversely, when we know the body and
observe what it does in a certain environment we can deduce the
properties of the field in that environment. Thus we discover the
magnetic field of the earth by observing the behaviour of magnetic
needles in different places, their declination and their inclination;
similarly we find out the gravitational field of the earth by measur-
ing the period of a pendulum of given length in different places.

Thus the field and the behaviour of a body are correlative. Be-
cause the field determines the behaviour of bodies, this behaviour
can be used as an indicator of the field properties. Behaviour of the
body, to complete the argument, means not only its motion with
regard to the field, it refers equally to the changes which the body
will undergo; e.g.,, a piece of iron will become magnetized in a
magnetic field.

THE FIELD IN PSYCHOLOGY

Let us return to our own problem. Can we introduce the field
concept into psychology, meaning by it a system of stresses and
strains which will determine real behaviour? If we can, we have
at once a general and scientific category for all our explanations and
we should have the same two kinds of problems which the physicist
encounters: viz.,, (1) what is the field at a given time, (2) what
behaviour must result from a given field?
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Behavioural Environment as the Psychological Field. But where
shall we find a field that plays the role in psychology awhich the
physical fields play in physics? That it must be a different field is
evident from our previous discussion{The physical field is the field
of the geographical environmenqhand we have showpn that be-
haviour must be explained by behavioural environment>Is this,
then, to be our psychological field? Let us try how this assumption
works. It means that our behavioural environment, qua determinant
and regulator of behaviour, must be endowed with forces. For we
shall stick to the axiom: no change of movement without a force.
Does this determination rule out the behavioural environment as
our required field? By no means. When we describe our behavioural
environment adequately we have to indicate not merely the ob-
jects which are in it but their dynamic properties as well. We shall
discuss a number of examples.;Think of yourselves as basking in
the sun on a mountain meadow or on a beach, completely relaxed
and at peace with the world. You are doing nothing, and your
environment is not much more than a soft cloak that envelops you
and gives you rest and shelter.j And now suddenly you hear a
scream, “Help! Help!” How different you feel and how different
your environment becomes.: Let us describe the two situations in
field terms. At first your fleld was, to all intents and purposes,
homogeneous, and you were in equilibrium with it. No action, no
tension. As a matter of fact, in such a condition even the differentia-
tion of the Ego and its environment tends to become blurred; I am
part of the landscape, the landscape is part of me. And then, when
the shrill and pregnant sound pierces the lulling stillness, every-
thing is changed. Whereas all directions were dynamically equal
before, now there is one direction that stands out, one direction into
which you are being pulled. This direction is charged with force,
the environment seems to contract, it is as though a groove had
formed in a plane surface and you were being forced down that
groove. At the same time there takes place a sharp differentiation
between your Ego and the voice, and a high degree of tension
arises in the whole field.

If we take from this example chiefly the description of fields
with regard to their homogeneity or inhomogeneity, we see that the
former are much rarer than the latter, particularly for us over-active
human beings of Western civilization. For action presupposes in-
homogeneous fields, fields with lines of force, with change of po-
tential. An exceedingly good and instructive description of a field
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with a very simple kind of inhomogeneity has been given by Lewin
in his essay on the war landscape (1917). Here is a field which,
apart from all details, has a polar structure in one direction: the
enemy’s land on the one side and home and safety on the other.
This vectorial property is a primary characteristic and determines
the entire field, no other characteristic being entirely free from it.

A number of other very instructive examples are contained in an
article by H. G. Hartgenbusch on the psychology of sport. The
author describes his own experience, or behavioural field, during
several different sports. I select some instances from socker and one
from weight lifting. “As they [the socker players] move towards
the enemy goal, they will see the playing ground as a field of chang-
ing lines whose principal direction leads towards the goal.” (1927,
p. 50.) These lines are true lines of force in a behavioural field,
changing continually with the changing configuration of the players
and directing their actions. “All the motor performances of the
players (as shiftings about on the field) are connected with the
visual shifting. Certainly this is not a case of logical thinking, since
thoughts, in the ordinary sense, are alien to a player. He knows
nothing of them; in his tense state the visual situation produces the
motor performance directly.”

We must preface the next example with a more general observa-
tion. Our behavioural environments contain things and the holes
between them. As a rule, the forces which regulate our behaviour
originate in the former and not in the latter. Whether this is due
to experience or not is a question we may leave open, although an
affirmative answer seems to fit ill with the fact that the novice at
cycling is attracted by all sorts of objects, although experience must
have taught him the injurious effects of a collision. And yet, every
prominent object in his behavioural environment will attract him,
whether it be a2 woman pushing a perambulator or a heavy motor
lorry. The mere fact that we speak of “prominent” objects in the
environment indicates an inhomogeneity: where the object is, there
is more than where the hole is. Of course the hole may become the
most prominent part, and then there is more in the hole than in
the objects around it, i.e., the hole is now the attracting mass. An-
other quotation from Hartgenbusch may elucidate this point: “The
enemy’s goal as seen by the attacking side was apparently walled-up
except for a small hole at the left. From my position behind the
threatened goal I saw how the attacking left halfback got hold of ®

8 Changed in conformity with the original. The English term would £t a rugger
but not a socker game.
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the ball, fixed his eyes on the hole, and with all his might kicked
the ball through the one open spot. When I asked him afterwards
what he had felt at that moment, the lucky player replied, ‘I only
saw a hole.”” However, football also gives us evidence for our first
proposition that objects rather than holes are dominant points,
centres of force. For the players have to learn to emphasize the
hole and disregard the goal keeper: “When an expert . . . follows
a football game attentively he will always notice that the goal
keeper, standing before the comparatively large goal, is more often
hit than can be accounted for by the mere adventitious kicking of
the contestants” (p. 49), even when one takes account of the fact
that the goal keeper whenever he can will try to intercept the ball.
Our author then continues, “The goal keeper furnishes a prominent
point in space which attracts the eyes of the opposing kickers. If
the motor activity takes place while the kicker’s eye is fixed on the
goal keeper, then the ball will generally land near him. But when
the kicker learns to reconstruct his field, to change the phenomenal
‘centre of gravity’ from the goal keeper to another point in space,
the new ‘centre of gravity’ will have the same attraction as the goal
keeper had before.”

The next example from Hartgenbusch adds a new point, besides
giving a very pretty illustration of the fact that behaviour takes
place in a behavioural environment. It needs again a short intro-
duction. If we exert muscular force, say, by lifting a weight, we
must keep our body in balance; this presupposes a certain state of
the general tonus of our musculature which will be determined by
our task and the mechanical conditions under which it takes place.
The neat point made by Hartgenbusch is that this poise, this fixa-
tion of our body on the ground, does not depend upon the geo-
graphical environment only, but also on the behavioural one and
even on such aspects of it as have no direct mechanical or gravita-
tional effect. He tells of a competition of “heavy athletes” where
the performances, against all expectations, failed to reach even the
earlier records. “One of the contestants found the solution of the
puzzle. The place where the competition took place was a hall so
brightly illuminated that there was no conspicuous fixation point
on which the weight lifters could rivet their eyes. . . . The stability
accompanying a fixed spatial orientation which is necessary for the
lifting of heavy weights could not be attained under the conditions
existing in the brightly lighted hall; the expected records did not
appear” (p. 49). Thus we see that behavioural objects are dynamic,
not only in the sense that they pull and push behaviour in various
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directions, but also that they can give purchase, stability, equilibrium.

My examples should have demonstrated the meaning of the term
behavioural field with its dynamic properties and the usefulness of
this concept. There are many branches of psychology where ex-
planation need not go beyond it, others where it will need only
little supplementation. Thus the description of a mentality different
from our own, be it that of children, be it that of primitive peoples,
will be complete if the behavioural fields of these beings, together
with the behaviour which these fields demand, are adequately de-
scribed. Such work as that done by Lévy-Bruhl on primitives and
Piaget on children is truly such description. The question whether
the descriptions of Lévy-Bruhl and Piaget are right or not does
not enter here, for even if, or inasmuch as, they are wrong, a true
description would be a description of the same kind; it would be a
field description of the behavioural environment and the Egos
within it. And Lewin’s theory of behaviour, of action and emotion,
contains this behavioural field as a nucleus, even though he has to
go beyond its limits. Finally, when we or the novelists or the his-
torians describe behaviour, we do it in terms of forces in the be-
havioural environment, although we, as well as they, use an entirely
different terminology.

Inadequacy of Behavioural Environment as Psychological Field.
However, there are imperative reasons why we cannot accept the be-
havioural environment as that psychological field which is to be
our fundamental explanatory category. They derive from three
sources: (1) the ontological status of the behavioural environment,
(2) the relation of behavioural and geographical environment, (3)
the insufficiency of the behavioural field. Let us discuss them one
by one.

(1) OnrorocicaL Status oF BeHaviouraL EnviroNnMENT. I feel
sure that in reading the description of the dynamic properties of
the behavioural environment there will have been a certain reluc-
tance felt with regard to accepting the behavioural environment as
a truly explanatory concept. It may have been said that I was
using a word with a well-defined meaning in a context where it
cannot have this meaning. I am referring to the word force. “Force,”
it could be argued, “has a definite meaning in the physical world,
but what can it mean in a behavioural environment? Force be-
longs definitely in the physical world, is a construct and not a
datum; and yet has been treated as a property of the behavioural
world also. It is introduced from its own universe of discourse into
another where it has no place. Even if the descriptions are ade-
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quate, even if it is admitted that one can speak of the attractive
force exerted by a lure, the repulsive force exerted by a danger,
this can be no more than a description; whereas force in physics is
an explanatory term, the cause of change. But the explanatory
meaning together with the descriptive meaning has been smuggled
into the behavioural world. And a behavioural force has even been
used in order to explain real behaviour, ie., physical motion,
whereas physical motion clearly can be produced by physical forces
only. Furthermore, there has been no statement of where the be-
havioural world exists, what its ontological locus and status is. Are
there two substances, a physical and a mental, the behavioural world
consisting of the latter? If so, does this dualism imply an interac-
tionism between mind and body; in this system, does a mental force
interfere with the physical order of events? That the interactionism
cannot be of the traditional kind where the soul as the Ego or the
Self, a mental entity, controls the actions of the body, a physical
entity, is clear; for in this system the body is also controlled by
mental objects which are not the Self. But even though the inter-
actionism would be of a new kind, it would still be a dualism,
whereas in the introduction a system that contained separate realms
of existence, like vitalism, was repudiated.” I admit every word of
this argument, although I must mention that there seems to be a
possible way of escape from it which Lewin has indicated. One
might argue that terms like force, field, and many others have a
much wider significance than the one assigned to them in physics,
that the latter is only one possible specification of the former. Sim-
ple examples will make this clear: if two containers are filled with
water to different levels and then connected at the bottom, water
will flow from the one vessel into the other because of a difference
in pressure which gives rise to a force. This is a purely physical
motion; but now consider the example: America had a great surplus
of gold, Europe a great scarcity; what happened? Gold went across
the ocean. Is not this example in its formal aspects quite similar
to our hydrodynamic one? A motion takes place because of a dif-
ference in something which we call pressure in the physical case, a
term which would fit the economic case equally well. Or another
example: in Soviet Russia there has arisen an enormous new de-
mand for all kinds of goods; the result is that factories are work-
ing day and night, and that more and more factories are being
built; in the rest of the world supply exceeds demand, with the re-
sults that more and more factories decrease their output or shut
down completely—this is not meant to be a description of our
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economic crisis but merely a simplified example. Thus we might
raise the question: What produces the goods? The machines in
the factory; yes, but also the demand for the goods; that is, a
force in a meaning different from that in physics and yet identical
in its application. To summarize: just as we have introduced a
behavioural field, we might introduce an economic field, and that
field too would have its lines of force. And therefore no objection
should be raised against forces in the behavioural environment and
not even against their producing actual bodily movements. For the
demand makes the wheels turn and the ships carry gold and goods
from coast to coast. Economic forces, then, which produce economic
results, achieve this by producing mediating physical motions. At
the same time the economist does not assume a special substance,
say Trade with a capital T; therefore the psychologist treating of
behavioural fields need not introduce a special substance, the Mind.

This is all excellent argument which may lead to consequences of
great bearing on the philosophy of science. But personally I do not
feel satisfied with it because, as it stands, it leaves the relation be-
tween the one kind of effect, the physical, and the other, the be-
havioural or economic, totally in the dark. I want one and the same
universe of discourse in which all events can take place, since action
is defined within a universe of discourse and not from one to the
other. The argumentation which I have borrowed from Lewin may
lead to a definition of such a general universe of discourse and may
thereby radically affect our conception of reality. But before the
development of his argument into a consistent, epistemological and
metaphysical system, I prefer to meet the argument which I sug-
gested might be raised against my use of behavioural forces in a
different manner.

As 1 said before, I admit the cogency of the argument, i, I
admit that in our ultimate explanations, we can have but one uni-
verse of discourse and that it must be the one about which physics
has taught us so much. Not only is the energy which is consumed
in our behaviour of chemical origin, the forces which are responsi-
ble for each individual motion must be considered as physico-
chemical forces also. The organism is a physico-chemical system by
itself, although depending for its existence upon a geographical en-
vironment, and its actions must be ultimately explained in terms of
processes within this system. If an action is reducible to a causal
sequence of organic processes, it becomes intelligible because it is
then reduced to one universe of discourse which is the same as
that in which its actual movements take place.
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It would be misunderstanding the trend of this argument if it
were thought that it had excluded the use of the field concept.
The opposite is true; if the locus of behaviour is the physical world,
then the field concept which is so powerful a tool in physics must
be applied to behaviour. Our argument denies merely that this field
concept can be identical with the concept of the behavioural en-
vironment.

(2) Tue ReraTioN oF BEHAVIOURAL AND GEOGRAPHICAL ENVIRON-
MENT. Our second reason against this identification is based on the
relation between the behavioural and the geographical environment.
That the former depends upon the latter is a truism, although the
manner of this dependency is by no means simple or unambiguous.
But whereas this problem will occupy us in the next chapter, one as-
pect of it is relevant in this connection: we assume that this connec-
tion is a causal one, the geographical environment being a cause of
the behavioural. But then the difficulty appears again that both be-
long to different universes of discourse. For how can a cause in one
universe of discourse produce an effect in another? All our causal
laws refer to events within the same universe of discourse, and
therefore, since the geographical environment belongs to the uni-
verse of physics, we require its effects to belong to it also. So we are
again forced away from the behavioural environment; we are
compelled to substitute for it some occurrences in the real physical
organism. Of course this question does not always interest us. We
may take its answer for granted or leave it in abeyance and deal
with other problems. Science always works at different levels, and
the work at higher levels may proceed for a long time without ref-
erence to the work at the lower ones. Thus chemistry became a very
advanced science before it became connected with physics, and even
today it is by no means possible to reduce all chemical action con-
cretely to the action of protons and electrons, although every scien-
tist is convinced that in principle such a reduction is possible.

Our present argument, therefore, means only that as a funda-
mental concept at the lowest level, the psychological field cannot be
identical with behavioural environment, because as a fundamental
concept the field cannot be taken for granted but must be causally
connected with the geographical environment. At the same time we
have pointed out that psychology works at different levels, and that
on some of them the behavioural environment may be, if not the
whole field, yet a part of it.

(3) Tue InsurFiciENCY OF THE BeHAvIOURAL EnviRONMENT. The
totality of our behaviour is not explainable in terms of the be-
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havioural environment. There are at least three different types of
behaviour for which no proper behavioural environment can be
found. We shall discuss them one by one.

(a) so-caLLED REFLEXES. At every moment of our life the tonus
of our musculature is regulated. Were it not, we could neither sit
nor stand nor walk. But all these adjustments take place without
our knowing about them; there is no behavioural environment for
them. What is true of the tonic reflexes holds also for the so-called
phasic ones: I send a strong beam of light into a person’s eyes,
and his pupils contract; I remove the light, and they expand again.
Now it might be said that here a behavioural environment exists
inasmuch as the person will see the light coming and going. But
even so, his behaviour is quite unknown to him; he is entirely
ignorant of the movements of his pupil before he has learned about
them, and even then he remains unaware of them. Thus even
though a behavioural environment may be present in these cases,
phenomenal behaviour would be missing. Moreover whether one has
a behavioural environment or not does not make any difference.
The pupils of a boxer knocked unconscious will still react.

It is clear then that if the field concept is to be applied to such
reflexes, it cannot be the same as that of behavioural environment.
One might, of course, be tempted to exclude the field concept from
the explanation of reflexes; that is what has been done. The reflexes
“were the prototypes of pure stimulus-response connections; they
seemed clear cases of behaviour in a purely geographical environ-
ment. We shall see later (in Chapter VIII) why it is impossible to
accept such an interpretation. It would mean that there were two
sharply distinguishable types of behaviour, such as are field-condi-
tioned and such as are not, just as there are behaviours that de-
pend upon a behavioural environment and those that do not. How-
ever, there is no such absolute break. An action may be more or less
determined by a behavioural environment, and there is no sharp
dividing line. Correspondingly, we must feel reluctant to accept be-
haviour which is not in some way field-conditioned. But then, its
field cannot be the behavioural environment.

(b) FORCES THAT DETERMINE BEHAVIOUR OUTSIDE OF BEHAVIOURAL
eNviRoNMENT. The forces which determine our behaviour may not
always be those we believe to be the determinants. We may do
something in order to please X as we think, when in reality we
do it to spite Y, when Y need neither be present nor in our thoughts.
Psychoanalysis in its various forms has brought to light many
such facts, and perhaps its general tendency may be said to be the



THE FIELD IN PSYCHOLOGY 51

proof that all our actions are of that type, reducible to a very few
subterranean forces totally absent from our behavioural field. How-
ever far the psychoanalysts may overshoot the mark, it remains true
that this type of action exists, that it cannot be explained in terms
of behavioural environment, and that it is so similar to the rest of be-
haviour that it needs a common explanatory concept. Since the field
concept is applicable to all behaviour, it appears again that the
psychological field cannot be identical with the behavioural environ-
ment.

(c) mEmory. There is memory. Now memory determines to a
great extent our behavioural field, and in so far cannot serve as an
argument against its universality. That I speak to A whom I met
yesterday and not to B whom I never saw before is due to the fact
that A is, in my behavioural environment, a familiar person, B a
stranger. But there are other ways in which memory determines
behaviour without the mediation of a behavioural field. The rapid
and accurate activities of a trained typist are not explainable in
terms of the actually present behavioural environment, as little as
the playing of Kreisler or the tennis game of a Tilden or a Cochet.
All their training goes into their present performances, but this
training does not belong to the present behavioural environment.
But skills are not the only memory effects that fall outside the
scope of behavioural environment. I think of a person, a city, a
mountain, but cannot recall its name. I want to very badly, but no
effort seems to help. So I give up and do something else, when sud-
denly the name will appear. Again a type of behaviour which takes
place without a behavioural environment but must, nevertheless, be
the result of operative forces, a field process.

“unconscrous.” To call the facts adduced sub (b) and (c¢) uncon-
scious or subconscious does not help us. Here we see the advantage
of our terminology, for whereas the word conscious allows the
formation of new words by the addition of prefixes like “un” and
“sub,” behavioural environment cannot become an “un”- or “sub”-
behavioural environment without losing its meaning completely.
And since we agreed that the word consciousness should be used
only as an equivalent to direct experience, containing the behavioural -
environment and the phenomenal behaviour of the Ego, we must
renounce the use of the terms un- and sub-conscious. However,
there must be a reason why these words were coined and so widely
accepted; why did not all psychologists simply distinguish between
conscious and merely physiological processes? I believe the answer
lies in the fact that the physiological processes were not treated as
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field processes, whereas the processes called un- or sub-conscious
had very definite properties which in our terminology we call field
properties. If, then, we retain the field properties in the physiological
processes, we shall no longer be tempted to speak of unconscious
processes. And if we survey in review the facts presented under the
heading “the insufficiency of the behavioural field” we seem again to
be forced to turn to physiological facts.

The Balance Sheet. What, then, is the balance of this discussion?
We have gained and we have lost. Our gain consists in the estab-
lishment of a unitary universe of discourse. The physical field of the
geographical environment acts on a physical object, the organism,
and influences the physiological field within this organism; physio-
logical field events take place which change the geographical field
and thereby the physiological field. We have a pure problem of
physics complicated by the relation of the two interacting fields, the
physical and the physiological, and by the enormous complexity of
the latter. But though complex, the problem is no longer obscure;
we understand its terms, and as a matter of principle, we can follow
each event from its beginning to its end over its whole course
without jumping from one universe to another.

But our loss is equally obvious. We have, if we stop here, given
up all the advantages which the behavioural environment brought
to our system. We are no longer dealing with psychological facts
at all but with pure physiology. As a matter of fact, this conse-
quence will appear not as a loss but as a gain to many psychologists
who will probably now be tempted to make the comment: “If you
want to explain all behaviour in physiological terms, why did you
ever introduce the behavioural environment?” We had set great
hopes on our behavioural environment. With the help of this con-
cept we thought we could build up a psychology which would be
acceptable to the historian, the artist, and the philosopher as in-
cluding motivation and beauty and rationality. And now we had to
turn back and take refuge in mere physiology. Is that not equiva-
lent to renouncing molar behaviour and putting molecular be-
haviour in its place? Are we not stultifying our own purpose? And
lastly how can we hope to build a system of psychology in pure
physiological terms when our knowledge of the central nervous
system is almost a blank? Would not a new kind of speculative
psychology supersede the experimental phase? Behavioural environ-
ment is something we know, but our physiological field is a totally
unknown quantity.

So runs our balance sheet. And if we look at the assets and lia-



THE FIELD IN PSYCHOLOGY 53

bilities which have appeared on it through our commitment to the
physiological field we see that they are the reason for the war waged
between the different schools of psychology. Those who regarded
the assets as the items that counted became behaviourists, thinking
as lightly of their liabilities as debtors are ready to do. Those, on
the other hand, who were conscientious debtors on whom the
weight of the liabilities rested like an insupportable load, thought
nothing of the assets and became “understanding” psychologists.
Between these extremes we find all sorts of compromises. But all
compromises were unsatisfactory because they failed to find a way
of using the assets to meet the liabilities. That is what we must do
if we want to be honest and pursue our business with a plan that
carries us over a long period and saves us from the everlasting
threat of an imminent bankruptcy. Or, to choose another metaphor,
we must know where we are going and be convinced that the road
on which we tread leads to our goal. I remember an episode in my
student days. A colleague of mine with whom I was going home
asked me the question: “Have you any idea where the psychology
we are learning is leading us?” I had no answer to that question,
and my colleague, after taking his doctor’s degree, gave up psy-
chology as a profession and is today a well-known author. But I
was less honest and less capable, and so I stuck to my job. But be-
cause his question never ceased to trouble me, I was ready to grasp
the first chance that offered to find an answer.

Relation Between Behavioural and Physiological Field Crucial.
Therefore, if I have not forgotten that rather casual conversation,
another conversation with another colleague remains in my memory
as one of the crucial moments of my life. It happened at Frankfort
on the Main early in 1911. Wertheimer had just completed his ex-
periments on the perception of motion in which Kohler and I had
served as the chief observers. Now he proposed to tell me the pur-
pose of his experiments, of which, as a good subject, I had been
entirely ignorant. Of course I had had many discussions with those
two men before. One could not live in constant contact with Wert-
heimer without learning some aspects of gestalt theory, even in
those old times. But on that afternoon he said something which im-
pressed me more than anything else, and that was his idea about
the function of a physiological theory in psychology, the relation be-
tween consciousness and the underlying physiological processes,
or in our new terminology, between the behavioural and the physio-
logical field. To state it in these new terms, however, is not quite
fair, because this very statement was only made possible by Wert-
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heimer’s idea; before, nobody thought of a physiological or, for that
matter, of a behavioural field.

TraprTioNaL PHysiorocicaL THeories oF Benaviour anp Con-
scrousness. For what were the current physiological assumptions at
that time? Nervous processes were pictured as events of one kind
only, excitations, starting somewhere, travelling along a nerve, being
transmitted to another nerve, from that to a third, until finally they
gave rise to a muscle contraction or a gland secretion. The enormous
complexity of behaviour was not explained by an equal complexity
of the processes as such, but only by the combination of a host of
separate processes, all of the same general kind but occurring in dif-
ferent places. The Jocus of an excitation became the most important
aspect of it; diversity of process was introduced merely to account
for the different sense modalities and qualities, the first coupled with
a local difference, the second not. Sound stimuli would produce ex-
citations of fibres in the acoustic nerve which would be transmitted
to the temporal part of the cortex and excite the ganglion cells
there to their specific forms of response, corresponding to the attri-
butes of tone sensations; and light stimuli would similarly produce
excitations which would be propagated to the occipital cortex and
would there produce cell excitations, which, because of the differ-
ent nature of these cells, would be different from the processes in
the temporal cortex. But one and the same occipital cell must be
capable of different kinds of excitation. Since there is, in this system
of physiological hypotheses, a fixed connection between a cortical
cell and a cell in the sense surface, e.g., between a cell in the visual
cortex and a cone in the retina, the same cortical cell will always
be excited when the same cone is excited. Now the same cone can
be excited by light of different wave length with the result that the
organism sees different colours. Consequently the same nerve fibers
and ganglion cells from cone to cortex must be able to react in
different ways.

This, however, was the only qualitative variety granted to nervous
processes; apart from that all complexity was explained by the
combination of differently localized cell-excitations. No wonder that
the question of brain localization loomed so large on the psycho-
logical horizon.

I have said that this form of physiological theory was prevalent
in 1911; I must add that ten years before the great physiologist J. von
Kries had given ample proof that it was utterly wrong. But he had
not been able to put an adequate theory in its place, and so the
old theory survived as though nothing had happened; indeed this
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theory has an iron constitution; it was still so vigorous in 1929 that
Lashley, in his presidential address to the American Psychological
Association, read before the gth International Congress of Psy-
chology at Yale, attempted to deal it a new death blow. The material
against the theory had enormously accumulated since von Kries’s
famous speech; Lashley’s onslaught looked deadly indeéd, but the
theory seems to have a charmed life; it seems to persist to this
present day.

PHYSIOLOGICAL PROCESSES MOLECULAR, TOTALLY DIFFERENT FROM BE-
HAVIOURAL ONEs. Therefore it is worth while to single out some of
its salient aspects. In the first place it is what Tolman calls molec-
ular. No molar characteristics can be found in the nerve excitations,
the sum of which constitutes the nervous activity. In the second
place, this theory of the physiological processes underlying behaviour
with its behavioural environment, or, as it was formerly termed,
underlying conscious phenomena, was constructed almost in com-
plete independence of molar behaviour or conscious phenomena.
The latter influenced it only by introducing the qualitative sensory
differences we mentioned above. The facts of anatomy, interpreted
in a particular way, seemed to reveal a number of separate struc-
tures, the neurones; and indeed anatomical facts are the main foun-
dation of the theory. But not only is this theory independent of be-
havioural or psychological observation, it has exerted a decisive
influence upon such observation. The description of behaviour as a
combination of a multitude of reflexes, original or conditioned, and
the description of the behavioural environment in terms of sensa-
tions as mental elements are both similar in form. When modern
experimental psychology was created, the sensation theory was not
created with it, but taken over from the older speculative systems.
That it remained unquestioned for such a long time, that it became
part and parcel of modern psychology, is without a doubt due to
the physiological theory which originated in anatomical discoveries.
Thus we see how facts are dependent on theories, how false, there-
fore, the claim is that a theory is nothing but a concise formulation
of independent facts.

THEIR RELATION MERELY FACTUAL. In the third place, in this theory,
as a consequence of the two characteristics just demonstrated, the
relation between molar behaviour and behavioural environment on
the one hand and the underlying physiological processes on the
other, is merely factual. In essence they are totally different; did
not Wundt emphasize the point that the sensation blue and the
corresponding neural event had nothing, absolutely nothing, in
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common? Or could anything be more emphatic than the assertion:
“Thought and feeling must be recognized, on any view, as funda-
mentally different from any material process, and the motion of the
atoms and molecules of the brain as fundamentally different from
thoughts and feelings” (Stout, 1913, p. 16). And does not Tolman
write in his book published in 1932: “It will be contended by us . . .
that ‘behaviour-acts,” though no doubt in complete one-to-one cor-
respondence with the underlying molecular facts of physics and
physiology, have as ‘molar’ wholes, certain emergent properties of
their own?” (p. 7). If we interpret this statement to mean that
qua molar, behaviour is fundamentally different from the underly-
ing molecular physiological processes, we link up this third point
with our first.

On all three counts the theory has to be condemned. The assump-
tion of merely molecular physiological processes is erected on much
too slender an empirical basis; it results either in a molecular in-
terpretation of behaviour and consciousness, which is contradicted
by the facts, or it severs completely the two series of processes,
physiological and behavioural or conscious, whereas at the same
time it establishes the closest possible relation between them by con-
sidering the one as the correlate of the other, the nature of this
correlation being left entirely in the dark.

WERTHEIMER’s SoLuTION. IsomorpHISM. And now the reader can
understand Wertheimer’s contribution; now he will see why his
physiological hypothesis impressed me more than anything else.
In two words, what he said amounted to this: let us think of the
physiological processes not as molecular, but as molar phenomena.
If we do that, all the difficulties of the old theory disappear. For if
they are molar, their molar properties will be the same as those of
the conscious processes which they are supposed to underlie. And if
that is so, our two realms, instead of being separated by an impas-
sable gulf, are brought as closely together as possible with the con-
sequence that we can use our observations of the behavioural en-
vironment and of behaviour as data for the concrete elaboration of
physiological hypotheses. Then, instead of having one kind of such
processes only, we must deal with as many as there are different
psychological processes, the variety of the two classes must be the
same.

MOLAR PHYSIOLOGICAL PROCEssEs. However, this theory may appear
merely verbal as long as one does not know what molar physiologi-
cal processes are. Are we not introducing new entities into physiol-
ogy, and thereby into science, which are incompatible with the
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principles of science? Is not physics a molecular science par excel-
lence? Wertheimer saw that it is not; he knew the falsity of this
objection. But it was left to Kohler (1920) to demonstrate the fallacy
of this argument by showing that physics is a molar science. The
name “atomic theory” seems to prove the opposite, but only to a
superficial observer. Let us take the simplest example we can find:
water is explained by the atomic theory as a compound of two
elements, hydrogen and oxygen, in such a way that it consists of
molecules, each of which is composed of three atoms, two of hydro-
gen and one of oxygen. Moreover, hydrogen occurs in nature in
a form in which it is not composed of hydrogen atoms but of
hydrogen molecules, each composed of two hydrogen atoms. Thus
we have H, H,, H,O. This sounds like a straight molecular theory,
but it is not anything of the kind. For H, H,, and H,O have all dif-
ferent properties which cannot be derived by adding properties of
H’s and O’s. And in accordance with that, physics endeavours to
construct models of atoms and molecules which are just as dif-
ferent from each other as the actually observed substances. The
simple hydrogen atom consists of one proton and one electron in
very definite dynamic relationship, expressed in terms of the Ruther-
ford-Bohr theory by the orbits in which the electron moves around
the proton.* In H, two hydrogen atoms have been combined. But
what has happened? A completely new system has been formed
with two protons and two electrons. And the motions of this new
system, the forces which are active at every moment, are totally dif-
ferent from the motions in the H system. In the simple water
molecule, what a complexity and what a difference of structure from
the H and the O atoms! It is wrong to say that this system consists
of two hydrogen atoms and one oxygen atom. For where are they
to be found in it? Looked at in this way, chemical analysis which
dissolves water into hydrogen and oxygen means only that one
kind of system has been transformed into other kinds of systems and
that in this transformation certain characters like total mass have
remained constant. But it does not mean that water is just hydro-
gen plus oxygen combined in a certain proportion.

Molecular Theory and the Category of Substance. The fallacy
contained in a statement like the last derives from a deep source.
Man the builder assembles his bricks and erects his house. He knows
that just as he made it he can destroy it, that he handled bricks

4 Although the Rutherford-Bohr theory has been abandoned, the consequences
which we draw from it are the same in the different forms of more modern

theory. Therefore we use this simplest and most easily intelligible form of atomic
theory in our text. See Eddington.
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and that after all his house is just bricks. He forgets that he has piled
these bricks in a gravitational field and that without this gravita-
tional field he can build a house as little as without bricks. But the
bricks are so much more palpable than gravitation that he thinks
of them alone, and thus he models his concept of reality. Substance
assumes for human thought the réle of being the embodiment of
the real. Molecular theory is nothing but an application of this
idea. Fundamentally it derives from a selective principle applied to
our appreciation of reality. In what does the reality of a house con-
sist, or that of molar behaviour? The question becomes unanswer-
able when we attempt to solve it in terms of mere substance. Just
so a molecule loses its reality if we describe it in terms of atoms
only. We are left with the protons and electrons just as we were
left with bricks in the case of the house and with our reflexes in
the case of molar behaviour.

But this difficulty arises for the philosopher only, and not for the
architect or the physicist. The physicist is far from such crude
realism. As a matter of fact he finds it harder and harder to lay
his hands on “substances.” Organized fields of force assume for
him the chief reality. The proposition: the world consists of
protons and electrons, is as meaningless to him as the statement that
Europe is inhabited by human beings is to the historian or poli-
tician. The second statement is incontestably true, but does it help
to explain the history of Europe or the present political crisis?
Europe is inhabited by British, French, Germans, and a vast num-
ber of other nations. Set a Frenchman on a deserted island, an Eng-
lishman on another, a German on a third, and so forth, then they
will behave more or less alike; at least the fact that they are all
human beings will be the main factor in the explanation of their
behaviour. But the Frenchman in France, the Englishman in Eng-
land, the German in Germany will be very different people. Why?
Because not only human beings are realities, but also human socie-
ties with their institutions, forms of government, mores and cus-
toms, language and literature, art and music, social stratification and
so forth. If we deny the reality of these we can neither be historians
nor politicians, but as little can we be physicists if we deny the
reality of the field forces in their distribution, or physiologists if we
deny the reality of molar characters of physiological processes.

“Physiological Patterns.” Perhaps one might object that nobody
has done so, that the word “physiological pattern” is used in every
book and treatise on the subject. True enough, but this word “pat-
tern” obscures the issue. In what sense is this pattern considered
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to be real? Only in what I shall call a geometrical or combina-
torial sense, a sense in which it applies equally well to the throw-
ing of dice. You shake six dice; each result can be called a pattern:
536224, 151434, 625251, etc, etc. Pattern means nothing here but
combination of independent events. Such patterns may have very
real results. I dial on my telephone the pattern 234 and the bell in
the president’s office rings; had I dialled 479 the psychology depart-
ment would have been summoned, and so forth. This is the kind
of reality which is attributed to the physiological patterns, quite dif-
ferent from the kind of reality I claimed for molar aspects of be-
haviour, physiological or physical events. An example which I
have used in a previous discussion will contrast the two kinds of
reality: “two insulated condensers of equal capacity are placed at a
great distance from each other in a homogeneous dielectric. I con-
vey to each of them the same amount of electricity E. Then they
have an equal charge. But this equality is a purely logical equality.
Nothing in the world compels me to compare just these two charges
with each other. Physically, there is in this case no dynamic reality
of equality. Indeed I can alter the amount of the charge in either
of the condensers without thereby affecting the amount on the other.
When, however, I join the two condensers by a piece of wire, the
equality of their charges has become a physical, dynamical reality.
Now this equality is no longer a relation which I can at will state
or neglect, but has become a systematic property of the aggregate
of conductors which can no longer be altered by changing the
charge of one of the condensers” (1927 a, pp. 178 £.).

The equality in the second case is a true reality—but not in the
first. “Physiological pattern,” however, has been used in this first
and not in the second sense, and therefore this term has nothing to
do with the reality of molar properties.

Now we know what molar physiological processes are. They are
not a sum or combination of independent local nerve processes, but
nervous processes in extension such that each local process depends
on all the other local processes within the molar distribution.

WERTHEIMER'S SOLUTION AND THE FACTS OF ANATOMY AND PHYSI-
oLocY. The next criticism of Wertheimer’s theory will challenge it
with regard to its consistency with anatomical and physiological
facts. These facts, at least, were duly preserved in the old physio-
logical theory; do they not for that very reason invalidate the new
one? Even the most cursory examination of these facts, however,
will show this criticism to be nugatory. We might raise the question:
What are the conditions under which a mere combination of local
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events takes place and what are those in which processes in exten-
sion are formed? The answer must run like this: when and only
when the processes are totally insulated from each other so that they
can run their course in absolute independence, only then is the first
case realized. Thus the different connections that are made in a
telephone exchange are a pattern of purely local events. A talks to
B, C to D, etc, etc., but the fact that A and B talk together has
no influence on the second fact that C and D exchange compliments
or that E and F make a theatre appointment.

On the other hand, where the local processes are not completely
insulated they will no longer be completely independent, and there-
fore what happens in one place will depend upon what happens in
all the others. The degree of insulation will determine the degree
of interdependence, so that we are now dealing not with one case
as opposed to another, but with an infinite variety of cases. The
question which any physiological theory of nervous processes ought
to raise is, therefore: Are the individual nervous structures which
anatomy has revealed, completely insulated from each other or
not? Only if the answer were affirmative would the traditional
theory of a mere additive pattern be possible. As soon as the insula-
tion is found to be incomplete, a theory of molar distribution must
take its place. Therefore the anatomical evidence so far adduced
is insufficient to support the old theory. What, then, is the added
evidence? If we look for an answer in the writings of the founders
and supporters of the old theory we search in vain. For they never
saw the dilemma; they never chose consciously between the two
alternatives, but seduced by the gross anatomical facts, jumped at
the one horn without being aware of the other. Although this is
no true scientific procedure, it might have been the right guess.
But as a matter of mere fact it was not. It is true that the nerve
fibres are insulated from each other over long distances, but there
are innumerable cross connections which probably connect every
nerve cell with every other, a fact of which the old theory has
made full use in order to explain the enormous variety of possible
“combinations.” But if it is so, then the events in this network of
nervous tissue can no longer form a merely geometrical pattern; if
they are interconnected, then the processes that take place within
them can no longer be independent and we must consider them as
molar distributions with a degree of interdependence varying in-
versely with the actually operative resistances. Physiological processes
in extension, then, have not been invented in order to support
a particular theory. They are demanded by the anatomical facts
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themselves. Two recent investigations from the psychological lab-
oratory of the University of Kansas give direct experimental sup-
port to this view. They show that the action currents of the dog’s
cortex which result from localized stimulation are not restricted
to small areas of the cortex but form a pattern pervading the whole
cortex with areas of highest activity varying with the kind of stim-
ulation. Perkins (1933) used sound stimuli; Bartley pain, motor
and visual stimuli. Moreover “the records lead to the conclusion that
the so-called passive animal exhibits a pattern of cortical activity
of essentially the same order as exhibited by the active animal. In
other words, there seems to be a basic pattern operating under all
conditions of behaviour and that any experimental stimulation of
the animal under controlled conditions does no more than modify
this pattern” (Bartley, p. 47). The same author concludes that “in
accordance with the facts and suggestions that have preceded, a field
theory of the nervous system is demanded if its activities are to
become intelligible” (p. 54).

BEHAVIOURAL DATA FOR PHYSIOLOGICAL HYPOTHESES. There remains
one point in Wertheimer’s theory which will meet with scepticism.
I claimed as an advantage of this theory that it would use psycho-
logical observation, i.c., observation of the behavioural field and of
phenomenal behaviour, as material for a physiological theory,
thereby greatly augmenting its empirical data. This will seem an
unwarranted and highly speculative assumption. The data for a
physiological theory must, so it seems, be physiological. Only data
from the physical world can be used for a theory about the nature
of a part of the physical world, viz., the physiological processes. But
this objection overlooks a fact which Kéhler (1929) has emphasized,
namely, that all observation is observation of behavioural facts of
direct experience. Through a careful selection of such facts it has
become possible to develop the science of physics, although the rela-
tion between the behavioural and the geographical environment is
an indirect one. Between these two worlds and mediating between
them are the physiological processes within the organism. If, then,
we can use the behavioural world in order to obtain insight into
the geographical, why should it not be possible also to derive insight
into the physiological processes from such study? The way is
shorter in the latter case than in the former; in the former, we jump
across the mediating link, in the latter we take only one step. More-
over the connection between the behavioural world and the physio-
logical processes is much closer than that between the latter and the
physical world; do we not speak of “underlying” physiological
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processes or of the physiological “correlates” of conscious phe-
nomena? Then, to quote from Kohler, “there is no reason at all why
the construction of physiological processes directly underlying ex-
perience should be impossible, if experience allows us the con-
struction of a physical world outside which is related to it much
less intimately” (1929, pp. 60f.). Furthermore, if B stands for the
behavioural world, G for the geographical, and P for the physio-
logical processes, BP <= G shows the relationship. Now P is in
causal connection with G and in a more direct connection with B;
the usual assumption, which we shall prove to be erroneous, was
that P and G were in close geometrical correspondence, whereas
B and P were totally different. Does not such an assumption make
it totally unintelligible that B can give us information about G?
For if B is totally unlike P, and P is very much like G, how can B
lead to G? If, however, B and P are essentially alike, then it only
depends upon the G-P relation when and how we can gain knowl-
edge about G from P. And if it is so, then surely observation of
B reveals to us properties of P. This theory, first pronounced by
Wertheimer, was carefully elaborated by Kohler. In his book on the
“Physische Gestalten” (1920) he has gone deeply into physics and
physiology to prove the compatibility of the theory with physical
and physiological facts; in his “Gestalt Psychology” he has formulated
this theory of isomorphism in a number of special axioms. In his
book (1920) he had formulated the general principle in these words:
“Any actual consciousness is in every case not only blindly coupled
to its corresponding psychophysical processes, but is akin to it in es-
sential structural properties” (p. 193). Thus, isomorphism, a term
implying equality of form, makes the bold assumption that the
“motion of the atoms and molecules of the brain” are not “funda-
mentally different from thoughts and feelings” but in their molar
aspects, considered as processes in extension, identical. Moreover
the physiologist von Frey draws the following conclusion from his
famous investigations on the sense of touch: “The progress achieved
by the recent investigations lies, in my opinion, less in improved defi-
nition of concepts than in the conviction that the somatic processes
which are co-ordinated to mental gestalten must have a structure
similar to them” (p. 217).

OLDER FORMS OF ISOMORPHISM. That some isomorphism was neces-
sary has been held by most psychologists since the times of Hering
and Mach. Hering constructed his theory of colour vision in strict
accordance with direct colour experience. The axioms underlying
his system have been formulated as psychophysical axioms by G. E.
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Miiller (1896), but this isomorphism was almost casual though de-
manded by the scientific problem; it concerned the geometrical, or
systematic, order of sensation and not the real dynamic order of
living experience. For that reason it remained an isolated part, un-
recognized as a fundamental psychological principle. Mach (1865)
indicated a more far-reaching isomorphism, one that lodks identical
with that of Wertheimer and Kohler. Yet it played no réle in the
development of our science; it was so little known that Kéhler, who
refers to Hering and Muller, fails to mention Mach in this connec-
tion. I found the passage in Mach to my great surprise by mere acci-
dent. Again we need not look far to find the reason for this
apparent injustice of history. Mach was an excellent psychologist,
who saw many of the most fundamental problems of psychology
which, a whole generation later, many psychologists failed even to
understand; at the same time he had a philosophy which made it
impossible to give fruitful solutions to these problems. And so his
dynamic isomorphism had no effect on psychology because of his
interpretation of dynamics in general.

ISOMORPHISM AND OUR BALANCE SHEET. And now, with the tool
of a thoroughgoing isomorphism in our hands, we return to our
balance sheet which we drew up after stating the reasons why,
when we come to fundamentals, we must choose a physiological
field rather than the behavioural environment as our fundamental
category. We find, then, that we have lost none of our assets, but
have succeeded in turning them to such use that they will meet
our liabilities. We are no longer losing the advantages gained by
the introduction of the behavioural environment, for we construct
our physiological field in accordance with, and directed by, the
observed properties of it. Thus we have a good reason for intro-
ducing and keeping the behavioural environment, even though we
look ultimately for physiological explanations. Therefore, all the
hopes raised by the introduction of our behavioural environment
survive in our new system. If physiological processes are processes
in extension, if they are molar instead of being molecular, then we
have escaped the danger of abandoning molar behaviour in favour
of molecular behaviour. And lastly, we are not advocating pure
speculation. The opposite is true; we want to use more facts for
our physiological theory than the traditional theory did, not less.
The brain processes are terra incognita, no doubt about it. Shall
we as workers in a young science resign ourselves to this state of
affairs or shall we not rather try our utmost to improve it? Physio-
logical theory, as we envisage it, will indeed be much more difficult
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than the old conception of telephone wires or railway tracks, but
it will be just as much more interesting.

“Brain Mythology.” In a very striking passage Kohler has de-
fended his hypotheses against the criticism that they were purely
speculative, mere brain mythology. I translate only a short but
incisive passage: “In the third place it has to be said that the argu-
ment betrays a strange misconception of the actual procedure of
empirical science. Natural sciences continually advance explanatory
hypotheses, which cannot be verified by direct observation at the
time when they are formed nor for a long time thereafter. Of such
a kind were Ampere’s theory of magnetism, the kinetic theory of
gases, the electronic theory, the hypothesis of atomic disintegration
in the theory of radioactivity. Some of these assumptions have since
been verified by direct observation, or have at least come close to
such direct verification; others are still far removed from it. But
physics and chemistry would have been condemned to a permanent
embryonic state had they abstained from such hypotheses; their
development seems rather like a continuous effort steadily to
shorten the rest of the way to the verification of hypotheses which
survive this process” (1923, pp. 140f.).

ADDED ADVANTAGE OF IsoMORPHISM. Thus we have met point by
point the arguments which appeared on the liability side of our
ledger. But we can add three more items to our assets. (1) We have
gained an insight into the relation of molar and molecular facts.
When we saw that a psychology built upon molecular facts could
never hope to solve the most important psychological problems,
those of the historian or the artist, we suggested that a science built
on molar facts might find a place for the molecular ones. And our
expectation has been fulfilled; for no real molecular fact disappears
from our system; molecular facts merely cease to be independent
events, the true elements of all facts. Instead they appear as local
events within and determined by larger field events.

(2) Granted, then, that our theory will be a molar theory, never-
theless it is a purely physiological theory, even though mental facts,
facts of direct experience, are used in its construction. Does that not
reveal a materialistic bias, does it not imply a valuation with regard
to reality in which the physical ranks higher than the mental? Is
this theory not, after all, a posthumous child of materialism? Let me
quote a very impressive paragraph from Wertheimer: “When one
goes to the root of one’s aversion to materialism and mechanism,
does one then find the material properties of the elements which
these systems combine? Frankly speaking, there are psychological
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theories and many psychological textbooks which treat consistently
of elements of consciousness and are nevertheless more materialis-
tic, barren, lacking in meaning and significance than a living tree
which possibly possesses nothing of consciousness. It cannot matter
of what material the particles of the universe consist, what mat-
ters is the kind of whole, the significance of the whole” (1925,

. 20).

Thus the alleged materialistic bias of our theory disappears. A
physiological theory which allows to physiological processes more
than mere summative combination of excitations is less materialistic
than a psychological theory which allows only sensations and blind
associative bonds between them. But we can say even a little more.
Is our theory really purely physiological? Would it not mean an
abandonment of fact if it were? For the physiological processes
which we construct as the correlates of consciousness are known to
us in the first place through their conscious aspect. To treat them
as though they were purely physiological, without this conscious
aspect, would be to neglect one of their outstanding characteristics.
True enough, this conscious side of the processes does not enter
into our causal explanations, but it has to be recognized as a fact
nevertheless. And that leads to the conclusion that it is of the warp
and woof of certain events in nature that they “reveal themselves,”
that they are accompanied by consciousness. Why they are so, and
what special characteristics a process must have in order to be so,
these are questions that cannot now be answered, and perhaps may
never be. But if we accept our conclusion, consciousness can no
longer be regarded as a mere epiphenomenon, a mere luxury,
which might just as well be absent. For in an aspect which we do not
know, these processes would be different, were they not accom-
panied by consciousness.

(3) And this leads us to our last point. What about the conscious-
ness of animals? That the behaviour of animals is molar and not.
molecular is a fact. Animal and human behaviour belong together;
they are not totally different. On the other hand, we can never ob-
serve their behavioural environment, their consciousness. But the
same is true with regard to any behavioural environment except our
own. Directly, I can only know my own consciousness, you yours,
yet nobody thinks of claiming a unique position for himself in
the universe. Therefore the assumption of animal consciousness is
nothing essentially new. However, if we do assume it, we are still
faced with the problem, when shall we attribute consciousness to
animals, when not? Is there, e.g., a definite point in the phylo-
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genetic series where consciousness emerges? If so, where is it? Is an
amoeba conscious? If not, a crab, a spider, a fish, a chick, a cat, a
monkey, an anthropoid ape? Let us frankly admit that there is
no answer to this question. Since we do not know what properties
make a physiological process the correlate of a conscious one, we
have absolutely no criterion by which we can decide with certainty
whether any behaviour is conscious behaviour or not. All attempts
to establish such criteria have begged the question by assuming
a necessary relation between certain types of behaviour and con-
sciousness.” But in our system this whole problem is of no im-
portance. Have we not learned from Wertheimer that there are
much more essential characteristics of behaviour than whether it is
conscious or merely physiological? Molar behaviour will be a field
process; by studying the behaviour we can draw conclusions with
regard to the field in which it occurs; we can make molar physio-
logical theories. Because of our isomorphism we can even go a step
further; we can describe this field in behavioural rather than physio-
logical terms. This is very useful, because we have a behavioural
terminology for such field descriptions, but not a physiological one.
When I said previously that a chimpanzee used a “stool,” I em-
ployed behavioural terminology. How could I, at the present state
of science, have used a physiological one? And yet I need not
mean more by this terminology than a description of the physio-
logical field, leaving it entirely outside the scope of science, whether
a behavioural field corresponded to it or not. Thus we are even
less anthropomorphic than we appeared in our last discussion of
the problem. There we claimed that the assumption of a behavioural
environment was not anthropomorphism; now we are willing to
give up even the behavioural environment, substituting for it a
physiological field, the properties of which can best be described
in behavioural terms. Thus the issue between us and the behaviour-
ists with regard to animal psychology is not conscious behaviour vs.
purely physiological behaviour, but physiological behaviour of the
field type vs. physiological behaviour of the mechanical connection
type. This issue can and must be decided on the plane of pure
science, and the decision cannot fail to affect the wider issues which
distinguish gestalt theory and behaviourism.

One last remark in this connection: we said that physiological
processes that are accompanied by consciousness must in some un-
known aspect differ from physiological processes which have no
such accompaniment. We must add that in other relevant aspects

5 Compare my discussion of this problem (1928), pp. 13 f.
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they must be alike. For they are all field processes. Our whole solu-
tion of the mind-body problem would help us nought if we re-
stricted the field concept to conscious physiological processes. But
we do not. We view these as part events in a much wider field
event and thereby avoid the argument against the behavioural field
as a fundamental category which we have termed the instfficiency of
the behavioural field. Let us introduce for future use the term
“psychophysical field,” indicating by this term both its physiological
nature and its relation to direct experience.

THE TASK OF OUR PSYCHOLOGY

And now we can formulate the task of cur psychology: it is
the study of behaviour in its causal connection with the psycho-
physical field. This general programme must be made more con-
crete. Anticipating, we can say that the psychophysical field is or-
ganized. First of all it shows the polarity of the Ego and the en-
vironment, and secondly each of these two polar parts has its own
structure. Thus the environment is neither a mosaic of sensations
nor a “blooming, buzzing confusion,” nor a blurred and vague total
unit; rather does it consist of a definite number of separate objects
and events, which, as separate objects and events, are products of
organization. Likewise, the Ego is neither a point nor a sum or
mosaic of drives or instincts. To describe it adequately we shall
have to introduce the concept of personality with all its enormous
complexity. Therefore if we want to study behaviour as an event
in the psychophysical field, we must take the following steps:

(1) We must study the organization of the environmental field,
and that means (a) we must find out the forces which organize it
into separate objects and events, (b) the forces which exist between
these different objects and events; and (c) how these forces produce
the environmental field as we know it in our behavioural environ-
ment.

(2) We must investigate how such forces can influence move-
ments of the body.

(3) We must study the Ego as one of the main field parts.

(4) We must show that the forces which connect the Ego with
the other field parts are of the same nature as those between differ-
ent parts of the environmental field, and how they produce be-
haviour in all its forms.

(5) We must not forget that our psychophysical field fsxists w%thin
a real organism which in its turn exists in a geographical environ-
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ment. In this way the questions of true cognition and adequate or
adapted behaviour will also enter our programme.

Points (3) and (4) are the nucleus of a theory of behaviour; (1)

and (2) are necessary for their solution. And therefore one cannot
wonder that the two problems (3) and (4) have been much less
studied than others; moreover, experimentation was started within
the province of our first point, both in psychology in general and in
gestalt psychology in particular. Therefore the reader must not be
surprised when we devote more space to our first point than seems
proportionate in consideration of its importance in the whole
scheme. The value of theoretical concepts is tested by their applica-
tion in actual research. The concepts which we have so far devel-
oped cannot be understood without a good knowledge of the con-
crete experimental research work in which they have played the
leading role. But there is another point to remember. In our fifth
item we have touched upon a fundamental philosophical problem.
The studies in perception to which my last remarks referred will
give us valuable clues for the solution of this philosophical prob-
lem. This must be kept in mind if perspective is not to be lost.
There will be many experiments, which, though they appear neat
2and ingenious enough, will seem trivial when seen by themselves.
Why such experiments? What can they contribute to a real know\-
edge of behaviour? The answer is that they serve as demonstrations
of general principles; they are not meant to be of great significance
in their own right.
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As the first step which our field psychology had to take we an-
nounced an investigation of the environmental field. The organiza-
tion of this field depends evidently upon the geographical environ-
ment which can affect the sense organs of the animal. Therefore in
discussing this problem we shall have to investigate the relationship
between the geographical environment and the environmental field.
But before we attack this problem we must beccme better ac-
quainted with this field in order to understand the full scope of our
investigation.

THE ENVIRONMENTAL FIELD

It is clear that at the outset, at least, we cannot describe this field
1n physiological terms, for the physiological field is a construct neces-
sitated by our demands for an explanatory theory; but it is not an
observed fact. If we want to start with facts we must fall back on
our behavioural environment, fully awarc that the behavioural en-
vironment is at best the counterpart of only a fraction of the total
active environmental field. :

What, then, do we find in our behavioural surrounding? It
presents us with a motley of data, the systematization of which
would prove a difficult problem indeed. We shall not attempt it
confining ourselves to an enumeration of a variety of different kinds
of objects in our behavioural environment. There are things like
stones and sticks and man-made things, like tables and dishes, houses
and churches, books and pictures; there are people, animals, plants
and ghosts; there are mountains, rivers, and oceans, but also clouds
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and fog, air, light and darkness, the sun, the moon and the stars,
heat and cold, noises, tones and words, motions, forces and waves.
This is hardly less heterogeneous than the cabbages and kings in
Alice’s world, and it cannot claim to be a complete list. But it seems
enough for a beginning.

Things and Not-things. If one tried to bring some order into this
medley, one would probably begin by distinguishing things and not-
things, and among the former the living and the dead; among the
dead, things made by man and things natural. Of course one must
not forget that in making this order one should stay within the con-
fines of the behavioural environment as one finds it, and that one
must not use any indirect knowledge about it. Thus I have included
ghosts as part of the behavioural world, although I know quite as
well as anyone that ghosts do not exist, the spiritualists’ contention
to the contrary notwithstanding. And when we approach our ma-
terial in this naive way we shall find our classification much less
satisfactory. For quite frequently we shall be in doubt whether one
of our data is to be counted as a thing or not, or as a live or a dead
thing. Are clouds things? If yes, is fog, air, light, cold? If clouds are
things, they are surely things different in kind from stones and
sticks, and the twinkling stars are again different. Air? The breath,
the “pneuma,” the “spirit” has thing-like qualities; did not God
create Adam by imparting the breath of life to the dust of the
ground! And does not the meaning of the word spirit indicate
that it referred originally to a substance, a thing of finer texture?
A fog which we see creeping up a mountain valley has a thing-like
quality similar to that of clouds, but a fog which makes our ocean
liner reduce speed and sound its piercing horn is not thing-like at
all, as little as the mist from which we emerge when we climb a
mountain. Light when it travels through the night as in the beam
from a lighthouse is thing-like, or when it spreads across the sky
at dawn. But the light here in this room is in no way a thing
by itself; here is the same difference as between the air that sur-
rounds us as opposed to the breath. Darkness may be a thing when
storm-swept clouds cast a gloom over the land, or when we pause
before entering a dark cavern. The same is true of heat and cold.
We feel the cold drifting into our rooms—even though we know
that it is cold air that is coming.

The river is a thing and yet old Heraclitus already said that we
cannot bathe twice in the same river, only to be outdone by his
pupil Cratylus, who denied that we can do it even once, for while
we enter the water the water has already passed and is passing all
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the time. And yet we call a river a thing, or if we do not do it
explicitly, we treat it as a thing.

Are words things? They seem completely un-thing-like, and yet,
why do we write d—d, why do we speak of the dickens when we
mean the devil? And the peal of thunder, has it not the character
of a thing, threatening and awe-inspiring as it is? So noises and
words may be things, but they need not. There remain the waves,
the motions, and the forces. A wave certainly may have thing-
character; the waves that send us sprawling on the beach or toss our
ship about are mighty things indeed, and yet the argument of
Heraclitus applies to the wave as much as to the river. Lastly, what
about motions and forces? Even they may assume thing-like quali-
ties: when two billiard balls cannon, do we not see the motion
of the one pass into the other; does not motion in such examples
have a character akin to the thing-quality of fluids? And even force
may be experienced as something thing-like, to be sure not the
force of the physicists, but something in our behavioural environ-
ment which we can name no better than force. The “potency” of a
drug appears to the naive person as something within the drug; we
feel the force of the wind, a perfectly good description, not a meta-
phor, and what we feel is of the essence of things.

Now it cannot be the purpose of this argument to claim that
every part of our behavioural environment is a thing. The very
opposite is true: we must distinguish between things and not-
things, but this distinction is not permanent in the sense that
the same real objects will always appear either as things or as not-
things. On the contrary, we have shown many objects which may
be thing-like or not according to circumstances. But the fact that
almost anything may at one time or another assume the thing-
character reveals a significant feature of our behavioural environ-
ment: the parts of this environment must possess a strong tendency
towards thing-ness, or, expressed without the precarious word
tendency, qua part of our environmental field almost anything may
acquire the character of thing-ness.

However, the term “thing” seems to have lost its meaning. To
find it again, let us try to discover significant properties of non-
thing parts of our environment. A dense fog which surrounds us
is a good example. Comparing it with a fog drifting up a valley it
has two distinct characteristics: it has no boundary or shape, §md
it is absolutely static, whereas the drifting fog has shape and motion.
And when we compare our fog with a stone we discover still an-
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other characteristic: the stone is constant, i.e., tomorrow it will be
the same as it is today; not so the fog.

Thus we may single out three characteristics of things which
will severally and jointly be constitutive of things: shaped bounded-
ness, dynamic properties, and constancy. Jointly these properties are
manifest in living things before all others. And thus a thing in
which these properties are blended will appear as a living thing,
even when in reality it is dead, e.g., a corpse. One must be an anato-
mist or an undertaker to regard a human corpse as a thing of the
same kind as a table or the fallen trunk of a tree.

One more word about the dynamic characters of things. It would
be, descriptively and genetically, a grave mistake to assign to them
a secondary role. The terrifying character of the thunder is its
outstanding characteristic, its description as a noise of a certain
intensity and quality, quite secondary; similarly, a snake is uncanny
before it is brown or spotted, a human face happy before it is of a
certain hue and chroma. All these descriptions imply something
like a force, something that goes beyond the mere static thing and
affects ourselves. Thus force, which may have the character of a
thing, is also a property of things, or, otherwise expressed, thing
and force, substance and causality, are, as parts of our behavioural
environment, often not two separate objects but closely interrelated
aspects of one and the same object. Discursive thought has separated
what to naive experience is in many cases a unity.

It is tempting to pursue this argument and to investigate different
combinations of our three thing-characters, to see how far they
would exhaust the richness of our behavioural field. But this would
lead us too far away from our main problem. Therefore we sum-
marize:

The thing category allows us to bring some order into the data
of our behavioural environment. We have discovered three aspects
of this category and have seen that things of different kinds exist
according to the combination of these aspects, and we have also
seen that the environment contains not only things, even if we
use the term in the broadest sense, but also not-things. Particularly
we find the things within something that is not itself a thing. The
things do not fill our environment either spatially or temporally;
there is something between them and around them. In order to
have a convenient term for this we shall call it the framework, so
that, disregarding the great variety of things, we can divide the
behavioural environment into things and framework.
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On t.he Phenomenological Method. Before we continue, a meth-
odological remark may be in place. One can read many American
!)ooks and articles on psychology without finding any such or sim-
ilar description, whereas in German works one will meet with them
quite frequently. This difference is not superficial, but reveals a
thoroughgoing difference in the character of American and German
work. Americans will call the German psychology speculative and
hairsplitting; Germans will call the American branch superficial.
The Americans are justified, when they find an author introducing
such descriptions, refining them, playing with them, without really
doing anything to them. The Germans are right, because American
psychology all too often makes no attempt to look naively, without
bias, at the facts of direct experience, with the result that American
experiments quite often are futile. In reality experimenting and
observing must go hand in hand. A good description of a phe-
nomenon may by itself rule out a number of theories and indicate
definite features which a true theory must possess. We call this
kind of observation “phenomenology,” a word which has several
other meanings which must not be confused with ours. For us phe-
nomenology means as naive and full a description of direct experi-
ence as possible. In America the word “introspection” is the only
one used for what we mean, but this word has also a very different
meaning in that it refers to a special kind of such description,
namely, the one which analyzes direct experience into sensations or
attributes, or some other systematic, but not experiential, ultimates.

I can save myself and my readers the trouble of discussing this
kind of introspection, since Kohler has done that admirably well in
the third chapter of his “Gestalt Psychology.” This kind of introspec-
tion became unpopular in America because American psychologists
saw its barrenness. But in their justified criticism they threw out
the baby with the bath, substituting pure achievement experiments
and tending to leave out phenomenology altogether. That phe-
nomenology is important, however, should appear from the pre-
ceding discussion. Without describing the environmental field we
should not know what we had to explain.

There remains the question how this description is possible,
what phenomenology as a part of behaviour is. The difficulties in-
herent in this problem have been frequently discussed; I may refer
the reader to two articles of mine in which they are fully treated
and in which a solution of these difficulties is attempted (1923, 1924).
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CAUSAL RELATION BETWEEN GEOGRAPHICAL
AND BEHAVIOURAL ENVIRONMENT

The Réle of Light Waves in Vision. And now let us go one step
further. We have described the environmental field as it is given;
now we must ask for the causes that bring it into existence. Then
it is quite clear that primarily the environmental field owes its ex-
istence to the affection of our sense organs. Since most of the de-
scriptions we gave referred to aspects which were wholly or par-
tially visual we shall begin with the organ of sight, our two eyes.
Our eyes are stimulated by light waves which either come directly
from the light sources or, more frequently, from physical bodies
which reflect light emanating from one or several sources. This
stimulation passes through a medium existing between our eyes on
the one hand and the bodies and light sources on the other, and
is modified in a certain way by a part of our eyes, the lenses, which
assume such a curvature as to project what we call a sharp image of
the objects on our retinae. Since we must take nothing for granted,
we meet here with a first problem: Why do the lenses react in
this strange way? What is it that makes them change their cur-
vature in accordance with the real distance of the objects which are
to be seen? Deferring the answer to this question to Chapter VIII
(p. 311) we point out merely that if the lenses did not behave
in this way, the objects would not be seen. As F. Heider has pointed
out (p. 146): hold a photographic plate opposite an object, and ex-
pose it for the time necessary for the photochemical effect to take
place, then the plate, when developed, will be virtually a uniform
grey; there will be in no sense a picture of the object on the plate.
If you want a picture you must have the plate in a camera that is
well focussed. But even if you have taken a regular picture, what is
on your developed plate? A picture? Yes and no; yes, when you
include the person who looks at the plate in the situation, but no, if
you consider the plate by itself. On this plate you have a great
number of particles which, before the plate was developed and
fixed, were sensitive to light and were affected according to the
intensity of the light which struck them. The weaker the light,
the more easily will they be removed by the developer, so that on
the developed plate you have a layer of material of a thickness
varying from point to point and depending on the amount of
light which fell on each point at the time of exposure. Since this
layer is composed of a finite number of separate particles, each of
which is affected as a whole, the fineness of detail which your
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plate shows will depend on the fineness of its grain, i.e., the num-
ber of particles per unit area. But, however fine its grain, the de-
veloped plate can be adequately described if you divide it up into
small areas and measure the thickness of the layer in each of these
areas. A complete table of these thicknesses would be a complete
description of the developed plate. There is no picture on it, if we
mean by picture more than this complete table. Break off a corner
of your plate, rub off a part of the photographic layer, the rest will
remain as it was before, each point having its characteristics inde-
pendently of all the others. :

The “Picture” on the Retina. And now let us go back to our
eyes. When they have focussed on an object, a snake, a cloud, a
smiling infant, a book, what is on the retinae? Pictures of these
objects? Yes, only when we mean by a picture just such a table as
we have described in the case of the photographic plate; only in-
stead of the individual particles we have to list the sensitive ele-
ments of the retinae, the cones and rods, and instead of the
thickness of the layer the %kind and amount of stimulation which
each of these elementary receptors receives. But apart from this
difference the immediate cause of our vision of any object is just
such a mosaic of stimulation as that of the photographic plate.
And that raises at once the problem: how the enormous richness
and variety of our visual behavioural environment can be aroused
by such a mere mosaic of light and shade and colour. I think, when
formulated in these terms, the problem must appear thrilling by
the very paradox which it seems to involve. How can such rich
effects arise out of such poor causes, for clearly the “dimensions”
of our environmental field are far more numerous than those of the
mosaic of the stimulation?

Other Senses. The situation remains essentially the same if we
include the other sense organs in our survey. Vibratory processes dis-
tributed in time affect our ears; we hear the rattling of an old Ford
in the traffic noise, the song of a nightingale, the lecture of a pro-
fessor, and the intertwined voices of a fugue played on the piano.
In touch we have spatially and temporally distributed contacts be-
tween objects and our skin, and we “feel” hard and soft, dry and
clammy, round and pointed objects.

WHY DO THINGS LOOK AS THEY DO?
And now we can take up the functional problem as to the rela-
tionship between the geographical and the behavioural environ-
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ment. Concentrating on the world of sight we can formulate our
problem thus: Why do things look as they do?

Two Aspects of This Question. This question has two aspects.
Taken literally it refers to the things in our behavioural environ-
ment quite regardless of their being “veridical,” i.e., leading us to
reasonable actions, to adapted behaviour. In this first sense, then, the
problem would apply to a world of pure illusion as well as to a
realistic world. Illusory perceptions fall under it in the same way
as non-illusory ones. If our world were such that all appearances
were deceptive, the solution of this problem would have to be the
same as it is now. If a pencil which we picked up for taking notes
behaved like a snake, a bar of iron which we grasped turned out
to be a ball of wax, a stone on which we stepped jumped at us like
a wolf, and so on, still we would have to ask the question: Why
does the pencil look like a pencil, the iron bar like a bar, the stone
like a stone? But in reality our world is, fortunately, not such a
burlesque nightmare; as a rule, things are what they look like, or
otherwise expressed, their looks tell us what to do with them, al-
though as a previous discussion of an optical illusion has shown,
perception may be deceptive (see p. 33). And thus arises the second
aspect of our question: Why is it that our behaviour, directed as
it is by the objects in the behavioural environment, is, as a rule, also
adapted to the objects in the geographical environment? This is a
new question, falling under the fifth point of our programme (see p.
67-8). It is important not to confuse these two aspects of our general
question, not to introduce facts which belong to the second aspect
into our solution of the first. An example will make clear what I
mean by this last warning. We shall later on raise the question:
Why to the spectator does this actor on the stage look furious or
embarrassed or gtief-stricken? and in answering this question we
must not introduce our knowledge of what he feels, whether he
actually experiences the emotions of his part or whether he re-
mains detached or full of glee. Only when we have answered our
question can we turn to this second fact and try to explain why
in this case our perception was possibly illusory. That means the
second, the cognitive, aspect of perception can only be treated after
we have exhausted the first, the qualitative aspect.

THE FIRST ANSWER

Why, then, do things look as they do? We shall systematically
take up various answers that may be given to this question, al-
though they have been implicitly refuted in our previous discussion.
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A first answer would be: things look as they look because they are
what they are.

Although this answer seems banal, it is not only utterly inade-
quate, but in many cases literally wrong. Let us single.out a few
aspects of behavioural things and compare them with the real ones.
The pen with which I am writing is a unit in my behavioural en-
vironment and so is the real pen in the geographical. So far, so
good. But if our proposition were true, to be a real unit would be a
necessary and sufficient condition for a thing to be also a behavioural
unit. But it is easy to show that it is neither necessary nor sufficient.
If it were a necessary condition, it would mean: to every unit in
my behavioural field there corresponds a unit in the geographical
environment; for if behavioural units could exist without
corresponding geographical ones, then the existence of the
latter would no longer be necessary for the existence of the
former. Nothing, however, is easier to point out than be-
havioural units to which no geographical units correspond.  Fig. 3
Look at Fig. 3. In your behavioural field it is a unit, a cross;
in reality, in the geographical environment, there is no cross, there
are just eleven dots in a certain geometrical arrangement, but there
is no connection between them that could make them a unit. This
is, of course, true of all pictures, equally true of the stellar constel-
lations like Charles’s Wain, a case which Kohler has chosen as an
illustration of this point.

If the visible existence of real units were the sufficient condition
for the appearance of a behavioural unit it would mean that when-
ever our eyes were directed on a physical unit we should perceive
a behavioural one. But this is not true either. Certainly, in most
cases, this correspondence exists, but there are exceptions. As a
matter of fact, it is possible to interfere with the¥eal units in such
a way that they will no longer look like units, an effect which we
try to produce when we want to conceal certain well-known objects.
If a gun is covered with paint in such a way that one part of it
will “fuse” with the bole of a tree, another with the leaves, a third
with the ground, then the beholder will no longer sec a unit, the
gun, but a multiplicity of much less important objects. Camouflage
was an art well developed during the war, when even big ships
were destroyed as real units in the behavioural world of the scout-
ing enemy. Thus existence of a real unity is neither the necessary
nor the sufficient cause of behavioural unity.

If we choose size as the aspect in which we should find corre-
spondence we see at once that no direct relation between real and

seecene
.
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apparent size can exist, for the moon looks large on the horizon
and small on the zenith.

And even for the aspect of motion it is easy to prove that the
existence, within the field of vision, of real motion is neither a
necessary nor a sufficient condition for the perception of motion.
It is not a necessary condition, for we can see motion when no real
motion occurs, as on the cinematographic screen, but neither is it
sufficient, for apart from the fact that too slow and too fast real
motions produce no perception of motion, there are many cases
where the apparently moving object is really at rest, as the moon
that seems to float through the clouds.

We forbear discussing other aspects because our material is suffi-
cient to prove the first answer to our question wrong. That things
are what they are does not explain why they look as they look.

Consequences Implied in the First Answer. Before we discuss an-
other answer to our question we may for a moment consider what
it would mean if the first answer were right. If things looked as
they do because they are what they are, then the relation between
the behavioural and the geographical environment would be simple
indeed. Then for all practical purposes we could substitute the
latter for the former. Conversely, since we know that the answer
is wrong, we must guard against this confusion, which is not as
easily avoided as one might think. To show how a disregard of
our warning has influenced psychological theory, we will formulate
our conclusion in still another manner. If things looked as they
do because they are what they are, then perception would not con-
tain in its very make-up a cognitive problem. Perception would,
barring certain unusual conditions, be cognitive of the geographical
environment. A cognitive problem might arise in the field of gen-
eralized thought, but as long as we remained in the field of direct
perception we ought to be face to face with objective reality. The
proposition, included in many philosophical systems, that the senses
cannot lie, is a special form of this more general idea. To be sure,
the existence of special cases where perception was deceptive was
generally admitted. But these cases were treated as exceptions to the
general rule, and for this reason the so-called geometric optical
illusions received so much attention in the development of psy-
chology. And when one reads the older literature on the subject, and
some of the recent too, one will find explanations of this kind: if
of two equal lines, one looks longer than the other, then we must
look for special conditions which mislead our judgment about the
relative length of these lines. Remove these distracting circum-
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stances and the judgment will be correct, the normal state of affairs,
in which the behavioural world corresponds to the geographical one,
will be re-established. That is to say, illusory perceptions were not
accorded the same rank as non-illusory ones; they presented a spe-
cial problem, whereas the normal appearance presented no problem
at all. This distinction between two kinds of perception, normal
and illusory, disappears as a psychological distinction as soon as one
becomes thoroughly aware of the fallacy which it implies, much
as it may remain as an epistemological distinction. For each thing
we have to ask the same question, “Why does it look as it does?”
whether it looks “right” or “wrong.”

Two Meanings of the Term Stimulus. These last considerations
ought to have shown that our refutation of the first answer is not so
banal as might have been thought. At the start it might well have
been argued, How can the first answer be right, when the geograph-
ical things are not in direct contact with the organism? When I see
a table, this table qua table does not affect my senses at all; they
are affected by processes which have their origin in the sun or an
artificial source of light, and which are only modified by the table
before they excite the rods and cones in our retinae. Therefore, these
processes, the light waves, and not the geographical objects, are the
direct causes of our perceptions, and consequently we cannct expect
a very close relationship between behavioural and geographical
things. For the light waves do not depend only upon the things
qua things, but also upon the nature of the source of light (which
only in the case of self-luminous bodies belongs to them as their
own property) and on the position of the things with regard to
our own bodies. This last relation is regulated by the laws of per-
spective, the first by laws of light absorption and reflection. But per-
spective, light absorption, and reflection remain outside our organ-
isms. The retinae receive a pattern of excitations, and it can make
no difference to the retinae how these excitations have been pro-
duced. If, without a table and even without light (for instance, by
electrical stimulation of the rods and cones), we could produce the
same pattern of excitation with the same curvature of the lenses
which is ordinarily produced on our retinae when we fixate a table,
then the person on whose retinae these excitations were produced
should and would see a table. This leads us to introduce a new ter-
minological distinction. The causes of the excitations of our sense
organs are called stimuli. We see now that this word has two dif-
ferent meanings which must be clearly distinguished from each
other: on the one hand the table in the geographical environment
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can be called a stimulus for our perception of a table; on the other
hand the excitations to which the light rays coming from the table
give rise are called the stimuli for our perception. Let us call the
first the distant stimulus, the second the proximal stimuli. Then we
can say that our question why things look as they do must find its
answer not in terms of the distant, but of the proximal, stimuli.
By a neglect of this difference real problems have been overlooked,
and explanations proffered which are no explanations at all. We
shall see this presently in detail, but we can point out here how the
confusion of distant and proximal stimuli can have such a fatal
effect on psychological theory. The danger of this confusion lies
in the fact that for each distant stimulus there exists a practically
infinite number of proximal stimuli; thus, the “same stimulus” in
the distant sense may not be the same stimulus in the proximal
sense; as a matter of fact it very seldom is. Thus the sameness of the
former conceals a difference of the latter, and all arguments based
on identical stimulation are spurious if they refer to identity of
the distant stimulus only.

THE SECOND ANSWER

The introduction of our term proximal stimulus has, however,
given us a clue to the second answer to our question: things look
as they do because the proximal stimuli are what they are. Now in
its broadest interpretation this proposition is certainly true, but the
interpretation usually given to it is distinctly limited and therefore
false. In the widest interpretation our proposition means no more
than this: any change in the proximal stimulation will, provided
it be not too small, produce some change in the look of things, but
what kind of change in the behavioural world will follow upon a
change in the proximal stimulation cannot be derived from our
proposition; whereas in the narrower interpretation the proposition
also contains implicitly a statement about the kind of this change.
Two objects project retinal images of different size on our retinae
and appear to be at the same distance. Then the one which corre-
sponds to the larger retinal image will look larger. We see two
adjacent surfaces at an equal distance in front of us, the one looks a
lighter, the other a darker, grey; then the retinal image correspond-
ing to the former will contain more light than that of the latter.
From these examples two conclusions might be drawn: the larger
the retinal image, the larger the perceived object, and the greater
the intensity of the image the more white will the object look; con-
sequently when I change the stimulus corresponding to one object
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by making it smaller, the object should look smaller too, and if I
reduce the intensity of stimulation the object should look blacker.
These conclusions which have been actually accepted as axioms of
sense psychology will seem very plausible. But neither do they
follow from our examples, nor are they true. They do not follow
from our examples because they only take in a part of the condi-
tions of these examples and they are continually contradicted by the
facts. Look at a white surface and then reduce the illumination of
this surface; for a long time the surface will remain white, and only
when you have reduced your illumination to a very low point will
it become greyish. As a matter of fact a surface which still looks
white under a low illumination may send much less light into our
eyes than a black surface in good illumination. Disregard for the
moment such plausible explanations as that when the light is de-
creased the pupil dilates so as to allow more of the incoming light
to fall on our retinae, and that simultaneously the sensitivity of our
retinae increases so as to make the effect of light greater. As we shall
see later, both these factors, which are admittedly real, have been
ruled out as sufficient explanations of our effect, so for simplicity’s
sake we neglect them altogether in our present discussion. Have we
then shown that a change in the stimulus, in our case a diminution
of light, has no effect at all on the look of things? If we had, we
should have contradicted our general interpretation of the proposi-
tion: things look as they do because the proximal stimuli are what
they are, an interpretation which we have accepted. But we have
shown no such thing; we have only shown that the particular effect
which would follow from the narrower interpretation of our proposi-
tion has failed to materialize. But there is an effect notwithstanding.
For when the illumination is reduced, we become aware of a dark-
ening of the room. Comparing this case with our former example
we see that a change in the intensity of the retinal image may have
at least two different effects: it may make the particular object
look whiter or blacker, or it may make the whole room appear
brighter or darker.

And the same is true of our other example. Look at the moon,
particularly when it is at the horizon, and compare its size with
that of a shilling held at arm’s length. You will find the moon
looking very much larger, whereas the retinal image of the shilling
is larger than that of the moon. At the same time you see the moon
at a much greater distance. Therefore decrease in size of a retinal
image may either produce a shrinking or a receding of the corre-
sponding object in the behavioural environment.
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Two old experiments confirm this conclusion. In both, the ob-
server looks monocularly at a screen with a circular hole in it. At
some distance behind the screen there is a well illuminated homo-
geneous white wall part of which is visible through the hole. In
the first experiment (Wundt, II) a taut vertical black thread be-
tween the screen and the wall passes through the centre of the
circle exposed by the hole. This thread is attached to stands which
can be moved backwards and forwards in a sagittal line from the
observer in such a way that the thread, whatever its distance from
the hole, divides the circle into equal halves, the stands being in-
visible behind the screen. A movement of the thread has then no
other effect than an increase or decrease of the width of its retinal
image, apart from a possible blurring due to insufficient accommoda-
tion. Under these conditions the observer sees, as a rule, a sagittal
motion of a thread with constant thickness, and not an increase or
decrease of the thickness of an immovable thread. In the second
experiment there is no thread at all, and the room is totally dark
so that the light.circular hole is the only visible object in it. The
variable is this time the opening of the hole itself which is made
by an iris diaphragm which can be opened or closed. The retinal
conditions are still simpler than in the first case, the retinal area on
which the light falls increasing or decreasing. Accompanying these
retinal changes the observers see either a forward or backward move-
ment of the light circle, or its expansion or contraction, or finally
a joint effect in which expansion and approach, contraction and
recession, are combined.

We can now present our argument in a more generalized form. If
the answer: things look as they do because the proximal stimuli are
what they are, were true in the narrower sense, two propositions
should hold. (1) Changes in the proximal stimulation unaccom-
panied by changes of the distant stimulus-object should produce
corresponding changes in the Jooks of the behavioural object, and
(2) any change in the distant object which produces no effect in
the proximal stimulation should leave the looks of the behavioural
object unchanged.

That (1) is not true follows from the example we have discussed.
A white surface continues to look white, a black one black even
when the proximal stimulation to which they give rise varies over
a very wide range; my pencil looks no bigger when I hold it in my
hand than when it is at the other end of my desk, when its retinal
image may be less than half the size of the image of the pencil in
my hand; the seat of a chair looks rectangular, although its retinal
image will be rectangular in a negligibly small number of occasions
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only. In other words the behavioural things are conservative; they
do not change with every change of the proximal stimulation by
which they are produced. The constancy of real things is to a great
extent preserved in the constancy of the phenomenal things despite
variations in their proximal stimuli. ’

Relation of the Two Answers. When we compare this argument
with the one given in our discussion of the first answer which ex-
plained the look of behavioural things by the nature of the real
things, we are struck with a somewhat curious relation between
the two answers: According to the first the correspondence between
real and behavioural things should have been much better than it
really is, and according to the second it should be much worse.

Refutation of Second Answer Continued. Let us now turn to
the second point. It is quite true that changes of the distant stimuli
unaccompanied by any change in the proximal stimulation can have
no effect on the look of things. Thus a third variant of the experi-
ment just described has been introduced (Hillebrand). The hole in
the screen is constant, and behind it is a movable black surface
with a very sharp and smooth straight edge which cuts through the
centre of the visible circle just as the thread did in ¢he first modifica-
tion. Howsoever this surface is moved backwards and forwards, the
observer will see a semicircle bounded by a sharp contour, and in
this case, much more frequently, motion of the surface will remain
entirely unnoticed, in accordance with the fact that, again apart
from possible blurring of the edge due to inaccurate accommoda-
tion, the proximal stimulation remains unaltered by the process of
moving the surface.

And yet the proposition of our point (2) does not tell us the
whole truth, because its conversion is no longer true. The conversion
of our proposition (2) would be: no change can

occur in the looks of things without correspond- ” ] ]
ing changes in the proximal stimuli. But this is ;l
not true. Fig. 4 will not preserve its appearance ‘);

when you continue to look at it; if you see at
first a black cross on white, you will later see a
white cross on black, and these two phases will
alternate. Puzzle pictures, reversible perspectives, Fig. 4
demonstrate the same fact, and so does the experi-

ment with the iris diaphragm described above in which the ob-
server may at one time see a displacement, at another time a change
of the size of the hole. From this we must draw the conclusion that
the looks of things cannot alone depend upon the proximal stimu-
lation, even if this dependence is considered in the broadest sense,

==
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but also upon sets of other conditions which must lie within the
real organism.

Finally, many of the arguments used to disprove the first answer
apply equally well to the second. Since the mosaic of proximal
stimulation possesses no unity, the unity within our behavioural
world cannot be explained by a corresponding unity in the proximal
stimulation. And the argument derived from the cinema applies to
proximal stimulation as well as to distant, so that, in this respect,
the second answer is in the same boat with the first.

Reasons for the Survival of the Second Answer. It may seem
strange that the view according to which there is a point-to-point
correspondence between proximal stimulation and the look of things
should have survived the evidence which we have presented and
which is not at all new. But it is not difficult to explain the tenacity
of this view which has by no means disappeared from present-day
psychology. Two general features of traditional psychological
thought mutually supported each other to keep it alive. The first
is connected with the old physiological hypotheses about conscious
phenomena which were discussed in the second chapter. It may be
presented like this: the simplest experiments reveal that under stand-
ard conditions whiteness depends upon intensity of light, and ap-
parent size on the size of the retinal image. If under other less
simple conditions other correlations seem to obtain, these cannot be
true correlations in the same sense in which our first are. For how
should it be possible that one and the same nerve fibre should react
once in one way, the next time in another way, when it receives the
same stimulation in the two cases?. The physiological hypotheses
had no place for such a change (Stumpf, 1890, p. 10).

Current Theory a Combination of the Two First Answers; Sen-
sation and Perception. Strongly entrenched as the physiological hy-
potheses were, this theory could hardly have survived the damning
evidence of the facts without the second general feature mentioned
above. The damning evidence consists in the fact that the things
do not look as they ought to on the ground of pure proximal stim-
ulation, and they differ from such an expectation by looking more
like the distant stimuli, like the things with which we have real
dealings. Therefore it was assumed that the real properties of things,
that the distant stimuli, have something to do with the looks of
things after all. The answer, that things look as they do because
the proximal stimulation is what it is, had to be supplemented by
the first answer, viz., that the fact that things are what they are
must be included also in a final explanation. Current theory was,
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in this way, a sort of combination of our two answers, in which
the second answer accounted for the immediate effect, the first for
a secondary one. For according to this way of thinking, in dealing
with things we acquire experience about them, and this -experience
enters our whole perception. Thus, according to this view, we must
really distinguish between two kinds of behavioural fields, a primary
and a secondary one, the field of sensations and the field of percep-
tions. The original primary field, the field of sensations, corre-
sponded completely to the proximal stimuli—there was only one
notable exception which we shall discuss later—for this primary
field the answer that it looked as it did because the proximal stimuli
were what they were, was true in a very narrow sense. But expe-
rience has changed this primary field and has substituted for it the
secondary by virtue of the numberless experiences which we have
had.

Tue Nerwork or TraprrionaL Hyrorueses. Let us see how this
theory worked. Not so very long ago, in 1920, Jaensch explained
Wundt’s experiment of the approaching and receding thread whose
motion we perceive, in the following manner: “In the case of the
thread, judgment can rest only upon a change in the magnitude of
the retinal dimensions which accompanies the alteration of the
thread’s distance, and although this change is toc small to be di-
rectly noticed as a change of magnitude, still it must determine the
judgment of distance.” Several features of this explanation are
worth noting. First it distinguishes between effects which can be
directly noticed—even if they are not noticed at the time—viz., the
change of the apparent thickness of the thread corresponding to a
change of breadth in the retinal image—and judgments determined
by such directly noticeable effects—viz., the greater or smaller dis-
tance of the thread. If we express this distinction by saying: the
increasing thickness of the behavioural thread means, is interpreted
as, approach, its decreasing thickness as recession, then we see that
this is a clear-cut example of the “meaning theory” which Kohler
has discussed with great brilliance in his book. What, so any un-
biassed person ought to ask, is the reason for distinguishing in
Wundt’s experiment between a sensory, though unnoticed, breadth
and a judgmental distance? Admittedly, experience presents us only
with one fact, the change of distance; admittedly, because the change
of breadth is called unnoticed, i.e., unexperienced; neither do we
experience this movement as a judgment, but as a change of the
same palpability as a change of width which we may experience at
another time. That this particular change of distance is interpreted
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by Jaensch as a judgment is due to the fact that the proximal stim-
ulation changed in breadth, and therefore implies the relation be-
tween proximal stimulation and the behavioural field assumed in
the second answer. Thus we see the circular nature of this inter-
pretation: in order to call the experienced change of distance a
judgment, Jaensch must assume that a change of breadth in the
retinal image produces primarily a change of breadth in the per-
ceived object; but in order to reconcile this assumption with the
observed facts he must interpret the actual expenence of changed
distance as a judgment.

Consrancy ANp INTerPRETATION HyPorHEsis. The general name
for this assumption is “constancy hypothesis”—to be explained pres-
ently; we shall call the other the mterpretanon hypothesis—pre-
ferring this term to Kohler’s “meaning theory” for no intrinsic
reasons but merely for the practical one that we use the word
“meaning,” just as Kohler, in a very different sense and do not
want to confuse the reader by an avoidable ambiguity. Then we can
say: the interpretation hypothesis presupposes the constancy hypoth-
esis, but also the latter the former. At the risk of appearing frivolous
I will tell a joke which seems to me to give a perfect picture of the
relation between the two hypotheses. A man and his small son are
viewing with great interest an acrobat walking on the tight rope
and balancing himself with a long pole. The boy suddenly turns to
his father and asks: “Father, why doesn’t that man fall?” The
father replies: “Don’t you see that he is holding on to the pole?”
The boy accepts the authority of his parent, but after a while he
bursts out with a new question: “Father, why doesn’t the pole fall?”
Whereupon the father replies: “But don’t you see that the man
holds it!”

Non-Norticep Sensations. Kohler, who has shown up this same
vicious circle (1913), has emphasized what pernicious consequences
it had for research, a conclusion which is also illustrated by our
anecdote. But there is another point in Jaensch’s explanation that
deserves a special comment; the direct sensory experience is, accord-
ing to him, too small to be noticed! And yet it is supposed to deter-
mine a judgment. This removes the last vestige of plausibility from
this theory. We could at least understand what is meant by a judg-
ment based on a perceived sensory experience. In the particular case
under discussion the process would then be like this: the observer
experiences a change in the thickness of the thread; he has learned,
we do not know how, that often such a change is not a real change
of the thread but merely due to a change of its position with regard
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to himself. Therefore he judges that in the present case too the
thread has moved without changing its volume. I say that such a
description would at least have a meaning, even though it must
appear as a pure construction unsupported by facts which contain
nothing of such an inferential judgment. But now the change of
thickness is assumed to be unnoticed. Since I cannot judge about
something I am not aware of, the term judgment must have a
meaning different from the ordinary one; in fact it can have no
definite meaning any more over and above the very general one:
non-sensory process. But then it will not explain anything. For
though we can understand how a judgment based upon a sensory
experience may lead to a certain interpretation of this experience—
we see smoke and we judge there must be a fire—we do not under-
stand how a non-sensory process produces out of an unnoticed
sensory process a noticed datum which has all the direct character-
istics of a sensory process and is different from the non-noticed one.

Furthermore, the assumption of the non-noticed sensory experi-
ence is necessary only because of the constancy hypothesis which
derives the looks of things from a universal point-to-point relation
with the proximal stimulation. We have again the man on the tight
rope and the pole. Without the constancy hypothesis we would not
assume unnoticed experiences, and without unnoticed experiences
we could not preserve the constancy hypothesis.

Why, you may ask, such a long discussion of so palpably bad a
theory? My answer is that this theory has more importance than
one would think. The fathers of our psychology incorporated it con-
sciously into their systems, and the more systematic ones among
them were at great pains to prove it (Stumpf, 1883). True enough
it received its death blow in an article by Kohler (1913), but the
passage which I have chosen for my discussion appeared seven years
later, a sign of the tenacity of this way of thinking. I doubt whether
at the present moment one would find a psychologist who would
defend it explicitly, but that is not equivalent to saying that it has
disappeared. The contrary is true. All applications of the interpreta-
tion theory contain it in some form or other. Therefore it will be
advisable to eliminate it from our future discussion by disproving
the interpretation theory with its distinction of original sensations
and centrally modified perceptions. Our evidence will be experi-
mental, for experiments have shown that the experience or interpre-
tation theory explains in some cases too little, in others too much.

SpeciaL REFUTATION OF THE INTERPRETATION THEORY. IT ExXPLAINS
Too Lirrie. Let us return to the constancy of size. We saw that
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diminution of the retinal image instead of producing a shrinkage
of the seen object may arouse the perception of its recession with
conservation of its apparent size. If this effect is to be explained as a
matter of perception and not of sensation, then the assumption must
be that originally any diminution of the retinal image would pro-
duce a shrinkage of the seen object and that experience only can
teach the organism that an object that seems to grow smaller need
not really be shrinking. Or otherwise expressed: if of two objects the
larger is so much further away from the animal that its retinal
image is smaller, then, according to this view, originally the animal
would see the larger as smaller and would only learn that it is
bigger. We should then expect that it ought to be quite easy to
find animals who would mistake large objects at a greater distance
for small objects; we need only select animals which have not had
much time to learn and have no great intelligence; for the acquisi-
tion of such knowledge as is implied in the theory is surely a
high grade achievement. But this expectation has not been fulfilled.
Thus human infants show a remarkable constancy of size. An infant
of eleven months, e.g., who had been trained to select the larger
of two boxes standing side by side, continued in her choice when
the larger box had been removed to a distance at which its retinal
image was less than Y5 of the area of the retinal image of the
smaller, nearer box, which corresponds to a proportion of 4:1 in
linear dimension in favour of the smaller box (Helene Frank,
1926). I doubt whether this result would have been foreseen by
the defenders of the meaning theory. Once it has been obtained
they are of course prepared to say that it proves the intelligence of
the infant sufficiently great and the time he has lived sufficiently
long to gain the necessary experience. Perhaps the faith of these
psychologists will not be shaken either by Kohler’s experiments
published in 1915, which yielded the same results with chimpanzees.
Although the species of animal used was sub-human the animals
were older than the infants, and the greater time might compensate
for the lower intelligence—an explanation tenable only as long as
experiments with much younger chimpanzees have not disproved it.
But such an experiment is hardly necessary, since Gotz has proved
that chicks only three months old show constancy of size in their
behaviour. Since chicks choose spontaneously the larger grains first,
it was not difficult to train them consistently to peck first at the
larger of two simultaneously presented grains. For the purpose of
the experiment it was necessary to go beyond this and train them
to peck at the bigger grains only, a result that was safely though
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not quite so easily accomplished. Then in critical experiments the
two grains were so deposited that the smaller was 15 cm. distant
from the chick emerging from the door of an antechamber to the
food box, whereas the bigger grain was at a greater distance. The
chicks chose consistently the bigger one up to a distance of 3 cm.
between the two grains; only at greater distances did they peck at
the smaller one. Now objectively the proportion of the visible areas
of the grains were 4:5, the proportion of their linear dimensions
therefore 2:2.24; the fact that the chicks were so easily trained to
select the bigger ones first, proves therefore a high degree of dis-
crimination. But the results of the critical experiments are truly
astounding, for in them the animals selected as the bigger a grain
whose retinal image was but about %o of the area of the smaller,
corresponding to a linear proportion of 1:5.5! It may be mentioned
that when, in control experiments, the larger grain was nearer, the
smaller farther away, the chicks always selected the larger.

Such results are utterly incompatible with a meaning theory.
Chicks must be geniuses if they can discover in the first three
months of their lives that something that looks smaller is really
bigger. Since we do not believe that they are endowed with such
miraculous gifts we must conclude that they select the bigger be-
cause it looks bigger, even when, within wide but definite limits,
its retinal image is smaller.

These experiments jointly, and the last one particularly, should
prove beyond a reasonable doubt that the interpretation theory based
on the constancy hypothesis is wrong. They have failed to prove
the assumption of original sensations under conditions where every-
body would have expected them who believed in this theory. And
thereby they have positively proved that the relation between prox-
imal stimulation and the look of things must be of a different
nature, such that constancy of size follows as a natural and original
result.

Our conviction is strengthened when we learn, without going
into details, that so-called brightness-constancy has been proved
to exist in infants, chimpanzees and chickens; ie, trained to select
the whiter or blacker of two objects, they will continue to do so
when the blacker object reflects more light than the whiter. Suffice
it to say that when Kohler published his results about the chim-
panzees and chickens in 1915, they met with 1{1crcduhty, and he
had to make special new experiments (1917) in ordc.r to refute
possible sources of error which had been thought out in order to
preserve the old sensation-perception theory. We are apt to forget
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that certain experiments meant real theoretical decisions at the time
they were made. Their results seem so evident today that we are
apt to forget their theoretical implications.

The constancy phenomena, then, defy an explanation in terms of
the sensation-perception or interpretation theory. But we might
have used another experiment previously described to prove our
point. I mean Révész’s experiment which proved that chicks are
subject to the Jastrow illusion just as we are. Here, experience
which could account for meaning is excluded altogether. When
the animals were presented with two equal segments one above the
other for the first time, they had never seen this arrangement or a
similar one before, and yet they selected the one which to us ap-
pears smaller, in accordance with their training to peck only from
the smaller of two simultaneously presented figures. Here there is
absolutely no reason why sensory equality should mean perceptual
inequality.

Probably a diehard of the old school would give a different ex-
planation for this case. He would say that the chicks failed to com-
pare the areas and compared two proximate lines instead, viz., the

lower line of the upper with the upper

line of the lower figure. Since the former

is shorter than the latter, they chose the

upper figure. But this explanation, im-

probable as it is, does not explain other

correct choices such as those between the

figures represented in Fig. 5. For here, the

upper contour of the lower and objectively

smaller figure is still longer than the lower

Fig. 5 contour of the upper and larger one. In

this case, then, the animals cannot have

compared the length of lines but the size of areas. Why then should

this training break down all of a sudden and give place to an

entirely different behaviour when the animal is confronted with

the critical figures? Surely, the animal did not know that these
figures were critical!

In all the cases so far discussed, the interpretation theory explains
too little. The observed facts cannot be derived from the theory
even if it is burdened with a load of new hypotheses invented ad Aoc.

It Exprains Too Much. But we can choose the same kind of facts
to prove that it explains too much. For constancy of size is not an

all-or-none affair but a relative matter which can be measured
quantitatively. A simple experimental procedure would be like
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this: an object of constant size is presented at a constant distance
from the observer to serve as the standard. In a different direction
and at different distances objects of varying sizes are presented, and
the observer has to judge whether they seem larger or smaller than
the standard or equal to it. The precaution to have standard and
comparison objects in different directions, though it has not always
been taken, is necessary because if the two objects are too close to
each other in the visual field they will influence each other and so
distort the picture of uninfluenced constancy. From these judgments
one calculates for each distance the size of the object which is
judged to be, on the ground of its looks, equal to the standard
object. Although the first experiments of this kind were made in
1889 by Gotz Martius, we have to the present day no complete
knowledge of the quantitative relations, the range of distances over
which the investigations have been carried out being rather limited.
If we plot the distances at which the comparison objects are pre-
sented on the abscissa and the size of the objects which at these
distances appear equal to the standard object on the ordinate, we
obtain curves which under favourable circumstances, up to distances
of as much as 16 m., are practically straight lines parallel to the
abscissa. Somewhere after that distance the curves must rise at first
slowly and then more quickly until finally they will approach the
curve which illustrates the size of objects which at various distances
project the same size of retinal image. To give a few figures: Martius
found that a rod of 110 cm. at 6 m. distance appeared equal to a
rod of 1 m. at 50 cm. distance, but there was no consistent change
in the size of the stick between 4 and 10 m. The following table
has been computed from Schur’s experiments (1926), averaging
the values of three observers. Both standard and comparison objects
were circles projected by a lantern on screens, the rest of the room
being dark, and only one circle being visible at a time, successive
rather than simultaneous comparison being used.

TABLE 1
Straight If constant
Distancein m. ahead cm.  Above cm. angle
4.80 18.3 19.7 21
6.00 20.2 23.4 26.25
7.20 22.4 27.7 315
16.00 32.4 41.6 0.

Standard circle diameter 17.5 cm. at 4 m. distance.
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The figures in the second column show a slow though steady
rise which would be much smaller if the room had not been totally
dark, as test experiments at the distance of 16 m. have shown. The
lower full line in the diagram of Fig. 6 shows how little the appar-
ent size follows the retinal size, the upper full line representing the
sizes which would produce a constant retinal image.

Our second diagram (Fig. 7) is taken from the extensive paper
by Beyrl. These experiments were carried out in daylight and under
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conditions where the standard and comparison objects were close
to each other in the field of vision. Two kinds of objects were used,
cubic boxes 7 cm. high and circular disks of 10 cm. diameter; the
subjects varied in age from two years to adulthood. Our curves
refer to the results with boxes. The lowest is taken from the adults
and shows absolute constancy from 1 to 11 m. The next shows the
results of the two-year-olds, which still reveal an amazing degree
of constancy if compared to the upper line which again represents
the sizes of the boxes which would have produced a constant
retinal image. But the curve for the two-year-old children does not
do full justice to their achievements, as they were more strongly
influenced by the close proximity of the two objects than the adults,
as was proved by Mrs. Frank (1928). Beyrl’s data contain another
significant result, viz., the dependency of constancy upon the kind
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of object employed; it was more pronounced for the boxes than for
the disks, the difference between disks and boxes being greater for
the children than for the adults. I see no way of explaining this
superiority of tri-dimensional objects over two-dimensional ones on
the basis of the interpretation theory.

One more measurement before we continue our argument. Brown
(1928) asked his subjects to equate an Aubert diaphragm at 1 m.
distance with another one of 16 cm. diagonal at 6 m. The average
diagonal chosen by four subjects was exactly 16 cm.

The new fact which must be introduced now is that the constancy
curve is a function of the direction in which the objects are removed
from us. In all the experiments so far related, this direction was the
sagittal one, the two objects to be compared were in the same
horizontal plane. Now, to a theory based on experience the direc-
tion should make no difference, whereas actually it does. The third
column in Table 1 and the middle curve on Fig. 6 refer to cases
where the two objects were at different distances above the observer.
The constancy is distinctly worse, and that despite the fact that it
was not possible to darken those high rooms in which these experi-
ments were undertaken as thoroughly as the room in which the
horizontal measurements were made. Since, as we have previously
indicated, the constancy is greater in a lighter room than in a darker,
the constancy in the upward direction was favoured relatively to
that in the horizontal one; the true curve would rise at a steeper
angle than the one in our diagram. Here, then, the meaning theory
would predict too much.

If now the defender of this theory retorts that he cannot admit
our imputation: naturally we should make less adequate judgments
about vertical than about horizontal distances since we have so
much less experience about them, I must mention some other facts:
within the first four metres or so the difference between the vertical
and the horizontal is very small and independent of the distance,
while it increases very rapidly between 4%, and 14 m. and probably
does not reach its maximum till somewhere beyond 70 m.

These data are taken from Schur’s investigation of the moon
illusion, for this illusion is but a special case of the general proposi-
tion that the constancy of size is a function of the direction. In our
ordinary experiments we find that the smaller the retinal image of
a distant object, which looks equally large as a near one, the better
the constancy. Or, the constancy is the better, the greater the ap-
parent size corresponding to a given retinal image. Now the retinal
image of the moon is the same at the horizon and the zenith, there-
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fore the fact that the moon looks larger on the first than on the
second shows that, expressed in terms of constancy, the horizontal
direction is favoured as against the vertical. In Schur’s experiment
artificial moons, usually circles projected by a lantern, were used,
and it was found that between the distances of 3 and 33 m. the
illusion increased from about 13%, to about 509, i.., the circle
straight ahead had to be decreased by 139, and 50%, respectively in
order to appear equal to the circle above. Of course in all these cases
the angle of vision of the remote disk was kept constant at 1° 18/,
corresponding to a diameter of 6.8 cm. at a distance of 3 m. And
lastly, the illusion is a direct function of the elevation of the object,
as appears from Table 2 summarizing experiments made at a dis-
tance of 4.80 m. with a circle 22 cm. in diameter, the figures indi-
cating the average percentage of illusion of six subjects.

TABLE 2
(from Schur)
25° 35° 55° 70° 90°
0 II 5.4 8.2 15.2

That 25° of elevation yielded no illusion is due to the smallness of
the distance. For at 25° of elevation the illusion was at different
distances:

TABLE 3
(from Schur)
4.8 m. 5.6 m. 9m. 16.5 m.
o 2.7 477 9.6

We find, then, very definite quantitative dependencies of the con-
stancy upon the distance and angle of elevation. To account for these
dependencies in terms of the interpretation theory would be
equivalent to ascribing to any combination of distance and elevation
which gives a lower degree of constancy than another a smaller
number of experiences. This would impose upon the interpretation
theory the task of proving that number of experiences at such
combinations were exactly concomitant with the amount of con-
stancy as illustrated in our tables—a task never undertaken and in
my opinion more than unlikely to succeed. . .

We have adduced these various experiments which show the in-
adequacy of the interpretation theory, and thereby alsq of thft con-
stancy hypothesis, in order to give substance to our radical rejection
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of it. We might have taken a simpler course by showing directly
how meaning does not account for constancy of size. I look at the
bare hills that rise from the valley and on one of them I perceive a
tiny object moving about. I know that it is a man: this tiny object
in my field of vision means a man. Or I stand on the Chrysler
Building in New York and look down into the street. I see hurry-
ing ant-like creatures and tiny cars, but I do not doubt for a mo-
ment that these ants are men and women and the toys real auto-
mobiles and tramway cars. The meaning is as clear as it can be,
but it does not affect in the slightest the size of the objects which
carry this meaning. And that is what I had in mind when I said the
interpretation theory explains too much: since the meaning is there,
the interpretation theory implies that the sizes should be there also,
but they are not!

We can summarize our discussion in this way: if “meaning” as
employed by the interpretation theory has any assignable meaning,
then it is neither the necessary nor the sufficient condition of dis-
crepancies between the pattern of the proximal local stimuli and
the perceived objects—not necessary because these discrepancies
appear under conditions where we can exclude meaning, not suff-
cient because they fail to appear where meaning is clearly present.
Thus the interpretation theory and the constancy hypothesis with
which it is inextricably connected have to disappear from our system
for good.

Constancy HyrorHesis anp TraprtioNaL PrysioLocicaL THEORY.
LocaL StimuraTtion. In the beginning of this discussion we have
claimed that the interpretation hypothesis is closely bound up with
the traditional physiological hypotheses about brain processes. We
can now make this claim more explicit. The interpretation hypo-
thesis was demanded by the constancy hypothesis which we shall
now formulate in a somewhat different manner. Recalling the argu-
ments on which it was based we see that it correlated behavioural
characteristics not with the total proximal stimulation but only
with such parts of it as corresponded to the distant stimulus objects
under discussion. In other words, it derived the characteristics of
behavioural objects from the properties of local stimulations. In its
consistent form the constancy hypothesis treats of sensations, each
aroused by the local stimulation of one retinal point. Thus the con-
stancy hypothesis maintains that the result of a local stimulation is
constant, provided that the physiological condition of the stimu-
lated receptor is constant (e.g., adaptation). This implies that all
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locally stimulated excitations run their course without regard to
other excitations, in full accord with the traditional physiological
hypotheses. When now we see that the constancy hypothesis has to
be abandoned we know already what has to take its place, for we
have demonstrated in our second chapter that physiological processes
must be considered as processes in extension. But that means that no
local stimulation can determine the corresponding excitation by
itself, as the constancy hypothesis implied, but only in connection
with the totality of stimulation. The form of the process in extension
must depend upon the whole extended mosaic of stimulation, and
all its parts become what they are as a result of the organization
of the extended process. Only when we know the kind of organiza-
tion in which a local process occurs can we predict what it will be
like, and therefore the same change in local stimulation can produce
different changes in the behavioural world according to the total
organization which is produced by the total stimulation. Thus we
can say: only when the total conditions are such that two visible
objects will appear in one frontal vertical plane will the one whose
retinal image is larger also look larger. The abandonment of the
constancy hypothesis does not mean that we put in its place an arbi-
trary connection between proximal stimulation and the looks of
things. All we intend to do is to replace laws of local correspond-
ence, laws of machine effects, by laws of a much more comprehen-
sive correspondence between the total perceptual field and the total
stimulation, and we shall, in the search for these laws, find ai least
indications of some more specific constancies, though never one of
the type expressed by the constancy hypothesis.

Tue Experience Error. There is one last aspect of the constancy
hypothesis which must be specially emphasized, although we have
discussed it already. Strictly speaking, the constancy hypothesis
should refer to points only. In reality it has been used much less
precisely; as a rule the local stimulus considered was the proximal
stimulus coming from a definite distant stimulus objec_t, the table,
the thread in Wundt’s experiments and so forth. But this looser use
of the hypothesis implies a serious logical fallacy. Because che dis-
tant object is a thing by itself, the assumption is tacitly made that
the retinal image corresponding to it is also. But as we have scen
this assumption is by no means true. The stimuli at two adjacent
points on the retina contain nothing qua stimuli that will make t}}e
two corresponding points in behavioural space belong to two dif-
ferent objects or to one and the same object. If an object in the
behavioural field is a thing by itself, it must be an integrated whole
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aroused by the local stimulation of one retinal point. Thus the con-
stancy hypothesis maintains that the result of a local stimulation is
constant, provided that the physiological condition of the stimu-
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locally stimulated excitations run their course without regard to
other excitations, in full accord with the traditional physiological
hypotheses. When now we see that the constancy hypothesis has to
be abandoned we know already what has to take its place, for we
have demonstrated in our second chapter that physiolegical processes
must be considered as processes in extension. But that means that no
local stimulation can determine the corresponding excitation by
itself, as the constancy hypothesis implied, but only in connection
with the totality of stimulation. The form of the process in extension
must depend upon the whole extended mosaic of stimulation, and
all its parts become what they are as a result of the organization
of the extended process. Only when we know the kind of organiza-
tion in which a local process occurs can we predict what it will be
like, and therefore the same change in local stimulation can produce
different changes in the behavioural world according to the total
organization which is produced by the total stimulation. Thus we
can say: only when the total conditions are such that two visible
objects will appear in one frontal vertical plane will the one whose
retinal image is larger also look larger. The abandonment of the
constancy hypothesis does not mean that we put in its place an arbi-
trary connection between proximal stimulation and the looks of
things. All we intend to do is to replace laws of local correspond-
ence, laws of machine effects, by laws of a much more comprehen-
sive correspondence between the total perceptual field and the total
stimulation, and we shall, in the search for these laws, find at least
indications of some more specific constancies, though never one of
the type expressed by the constancy hypothesis.

Tae Experience Error. There is one last aspect of the constancy
hypothesis which must be specially emphasized, although we have
discussed it already. Strictly speaking, the constancy hypothesis
should refer to points only. In reality it has been used much less
precisely; as a rule the local stimulus considered was the proximal
stimulus coming from a definite distant stimulus object, the table,
the thread in Wundt’s experiments and so forth. But this looser use
of the hypothesis implies a serious logical fallacy. Because the dis-
tant object is a thing by itself, the assumption is tacitly made that
the retinal image corresponding to it is also. But as we have seen
this assumption is by no means true. The stimuli at two adjacent
points on the retina contain nothing qua stimuli that will make the
two corresponding points in behavioural space belong to two dif-
ferent objects or to one and the same object. If an object in the
behavioural field is a thing by itself, it must be an integrated whole
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separated or segregated from the rest of the field. The stimuli as
a pure mosaic possess neither this integration nor this segregation.
And therefore we saw that it is as misleading to speak of pictures
of outside things being on our retinae as on a photographic plate.
If we speak of pictures or images as stimuli we mistake the result
of organization for the cause of organization, a mistake that is being
committed again and again. Kohler has called it the experience
error (1929). I have formulated the actual state of affairs by saying:
we see, not stimuli—a phrase often used—but on account of, because
of, stimuli (1926, p. 163).

THE TRUE ANSWER

The refutation of the two answers given explicitly or implicitly
to our question has led us to the true answer. Things look as they
do because of the field organization to which the proximal stimulus
distribution gives rise. This answer is final and can be so only be-
cause it contains the whole problem of organization itself. Thus our
answer, instead of closing a chapter in psychology, has opened one,
a fact of which anyone who is acquainted with the psychological
literature must be aware. It means that we have to study the laws
of organization.

Process and Conditions. Now organization is a process and as
such needs forces which set it going, but it also occurs in a medium
and must therefore depend upon the properties of the medium. Let
us clarify this distinction by a few simple examples from physics.
Take, for instance, the sound field produced by a vibrating body, say
a tuning fork. The motions of the prongs act as forces on the sur-
rounding medium in which vibratory processes are set up. If the
medium is entirely homogeneous, air of the same density and tem-
perature all around, then the vibratory field will be quite sym-
metrical. If, on the other hand, the tuning fork is enclosed within
a sound-proof box from which a single pipe starts, then the process
will be confined to that pipe, and instead of spherical expansion
we shall have virtually linear propagation. Again if the tuning fork
is submerged in water, the process will travel much faster, and
much faster still on an iron support on which the tuning fork may
be fastened. The field may take on all sorts of shapes if the medium
is inhomogeneous, varying in density either from point to point
or at least in certain directions. No need to go into detail; the same
force will produce different results according to the medium in
which the process takes place.

The properties of the medium have three kinds of primary effects
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in this example by which they determine the final field organiza-
tion: (1) an effect of constraining the process to a limited part of
the field, (2) determining the velocity of propagation, (3) chang-
ing the process into another kind of process. The first effect is most
clearly exemplified in a simple mechanical instance: a ball, if
its support is removed, will fall straight to the ground following
the vertical pull of the force of gravity. On the inclined plane, how-
ever, the same ball will roll down at an angle prescribed by the in-
clination of the support. Thus we see how the direction of a process
produced by one and the same force may vary over a well-defined
range. The second effect is of especial importance for organization
of a field. If two processes are started in different parts, then their
interdependence will depend upon the velocity with which each of
them enters the sphere of the other. Since the medium between
them may be such as to allow for all possible velocities, we see
how the medium by this property alone can determine all degrees
of interaction and thereby achieve an enormous variety of organiza-
tions. If the medium is totally impermeable, then these processes
will never interfere with each other; the total organization will be
the sum of the two part organizations. The last point is best
illustrated by friction. The velocity of a ball running down an in-
clined plane depends on the roughness or smoothness of the plane
and the ball. The rougher, the slower the motion of the ball will
be, so that its kinetic energy at the end will be the smaller. Since,
however, the potential energy at the beginning is quite independent
of the nature of the plane, depending merely upon the absolute
elevation of the starting point, some energy must have been lost;
as we know, it has been turned into heat; directed motion has
partly been transformed into undirected motion.

Applied to Psychophysical Processes. We have to apply these con-
siderations to psychophysical organization, but in doing so we must
remember that we are dealing with a special case, a case namely in
which minimal energies give play to energies which are enormously
larger. That this is true for all self-determined action is clear. The
energies at work in my decision to climb the Matterhorn are mini-
mal, but the energy expended in the achievement is well over
180,000 kgm. But the same is true of the receptor side of our be-
haviour. The energy of the light which falls on our retinae is not
propagated to the brain as such, but liberates the energy stored in
the nerves, and this energy liberates energy in other nerves and so
forth.

How small energies can liberate and direct large ones is easy to
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understand: we need only think of ourselves driving a motor car.
The slightest pressure on our accelerator increases the disposable
energy and with it the actual forces that drive our car; an effortless
small turn of the wheel changes its direction.

The organization which we are to study takes place between these
nerve energies which are partly liberated by stimulation, partly by
intra-organic processes, and which in their turn direct the much
larger energies of our musculature. With these remarks in our
minds let us apply the distinction of active forces and constraining
conditions, and the more general one between the process and the
conditions which determine it, to the psychophysical organization.

The Conditions of Psychophysical Processes. Let us first envisage
the conditions. It is useful to distinguish between outer and inner,
external and internal conditions, the first being those created on the
sense surfaces by the proximal stimuli; the second being inherent in
the nervous structure itself. Since there are receptor organs within
the organism, in muscles and joints and the intestinal organs, outer
and inner cannot mean outside and inside the organism, although
in many cases, in the majority of those we shall discuss, that
meaning will obtain as well. If we now scrutinize these conditions
we see that all the outer conditions supply actual forces. What
about the inner ones? Here we can distinguish between more or
less permanent and momentary ones. The permanent ones are the
structure of the nervous system as it has been inherited and as it
has become through experience. As structure these conditions will
be of the constraining and insulating sort; they will favour certain
interdependencies rather than others, confine processes totally or
preponderantly to certain parts of the system, co-determine the
direction which the forces will take and so forth, although, as we
shall see later (Chapter XI), this does not exhaust their function.

Among the momentary ones there are, first, freshness and fatigue.
In order to form a conception of what these conditions are, I shall
mention a few facts adduced by Sir Henry Head to support his
concept of “vigilance.” Referring to the work by Sir Charles Sher-
rington and his pupils, he writes:

“Suppose, for instance, that the spinal cord of a cat has been transected
in the region of the medulla oblongata; twenty minutes later prick the
hind paw with a pin and no general reflex results, but the toes make an
opening movement. Gradually the response becomes more widespread,
until the whole of the limb may be thrown into flexion, and the opposite
one extended by a stimulus of the same nature and intensity. Not only
has the motor response become brisker and more extensive, but the
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skin area from which it can be evoked has greatly increased. Pinching
the superficial structures over any part of the limb may now cause
flexion, accompanied by extension of the opposite extremity. The deep
reflexes reappear rapidly and the character of the kneejerk shows that
the quadriceps has regained tone to a considerable extent. As the spinal
preparation improves in excitability, even the scratch’ reflex may reap-
ear. . . .

P “When the spinal cord has reached this high condition of activity, the
administration of chloroform causes rapid regression. Kneejerk and
anklejerk disappear, and finally the only reflex that can be evoked is a
slight movement of the toes, elicited from the pad of the foot only.
Pricking any other part of the limb no longer produces any effect.”
(1926, I, p. 482.) When the narcosis passes away, the reflexes regain
their previous character. Quite similar are the symptoms in human
beings whose spinal cord has been divided. At first all the muscles are
flaccid and atonic and practically no reflex can be elicited. But with
a young and healthy patient not only do numerous reflexes reappear,
but the reaction assumes the nature of a “mass reflex.” “The plantar
reflex begins to assume a form characterized by an upward movement
of the great toe. The field from which it can be evoked enlarges and
finally, in successful cases, the spinal cord becomes so excitable that stim-
ulation anywhere below the level of the lesion may be followed by a
characteristic upward movement of the toes. But this now forms a small
portion only of the reaction to superficial excitation; ankle, knee and
hip are flexed and the foot is withdrawn from the stimulus applied to
the sole. Not infrequently the abdominal wall is thrown into contrac-
tion, and every flexor muscle below the lesion may participate in an
energetic, spasmodic movement. Stimulation of a small area on the
foot has evoked a widespread response from the whole extent of the
spinal cord below the lesion” (pp. 480, 481). “But if the patient develops
fever . . . his condition may fall back to that found shortly after injury.
. . . Even a gastro-intestinal disturbance, unaccompanied by fever, may
produce the same signs of lowered activity” (pp. 481-482).

Two mutually inclusive interpretations are suggested by these
and similar facts. The shock of an injury, narcosis, toxaemia, or
other abnormal states, reduce the nervous activity far below the
level which is attainable by the animal on the basis of its nervous
structure. The fact that circumscribed reflexes take the place of
mass reflexes suggests the possibility that the permeability of the
nervous structure has been reduced so that the interdependence of
its various parts has more or less diminished. Thus, what happens
in one part may remain unconnected with what happens in an-
other part. I find a good confirmation of this interpretation in the
case of one of Head’s patients “who had received a small wound in
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the left frontal region which injured the brain,” and who “appeared
to be in every way normal. In daily intercourse he behaved ration-
ally and showed executive ability in the work of the ward, but he
wrote a long letter asking detailed questions about his family, to his
mother who had been dead for three years. He thought that there
were two towns of Boulogne, one of which, on the homeward
journey from the Front, lay near Newcastle; the other one in France
was reached after you had crossed the sea” (pp. 493-494). This last
observation particularly seems to show that the experience of pass-
ing through Boulogne, after the injury, occurred uninfluenced by
the former experience of passing through that city on the way to
the fighting lines.

And yet, this effect of reduced permeability can be only one side
of the total effect. Head himself summarizes like this: “When
vigilance is high, mind and body are poised in readiness to respond
to any event, external or internal” (p. 496). That means that the
energy at the disposal of the nervous system is variable, a concep-
tion which we shall find useful in later discussions.

We may now return to our concepts of freshness and fatigue as
momentary inner conditions of psychophysical processes. Freshness
might then be considered as a high, fatigue as a low, degree of
vigilance, and therefore the interpretation which we have given
to the different states of vigilance would apply to freshness and
fatigue, which would represent smaller variations in the degree
of vigilance than those on which Head has based his argument.

There is another momentary condition which, superficially at
least, has some similarity with fatigue, but must be clearly dis-
tinguished from it. It may happen that a process results in the
arousal of actual forces which impede and finally block its con-
tinuation. This condition, just as freshness and fatigue, may exert
a decisive influence on perception as well as on action, but at this
part of our exposition we cannot point out why we must assume
it. We may remark, however, that it is not of the constraining kind,
but contributes forces active in the production of processes. The
same is true of other much more important inner conditions. All
our needs, desires, attitudes, interests and attentions must also be
considered as of this kind; the effect of these will be studied later.

What We Have Gained by Our Distinction of Process and Con-
ditions. In our enumeration of the different conditions upon which
psychophysical processes depend we have met with many familiar
psychological concepts—like experience, attention, interest, fatigue,
to name only some. What have we gained by calling them condi-
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tions? The critical and possibly sceptical reader will be inclined to
think that this new term does not introduce a new meaning, and
that therefore, inasmuch as we use the old terminology, we also use
the traditional explanations. But a simple example will show that
such an interpretation would be erroneous.

Tue TraprrioNar Assimization Hypornesis. We choose the use
made by traditional psychology of experience in the explanation of
perception. Clearly the adherents of the constancy hypothesis could
not and did not believe that the sum of sensations which according
to their fundamental assumption constituted the result of any stim-
ulation, was equivalent to the actually perceived things. We know
that they did not, and that they attributed this difference to ex-
perience, the difference between sensation and perception often being
defined as that between sensations uninfluenced, and sensations af-
fected, by experience. Besides the interpretation hypothesis which we
have already discussed, traditional psychology contained still an-
other theory to explain the influence of experience on perception, the
assimilation hypothesis of Wundt. This hypothesis, instead of ex-
plaining certain features of perception as illusions of judgment,
acknowledges in many cases the truly perceptive, nonjudgmental
character of the objects in our behavioural environment (however,
it was never held to be incompatible with the interpretation hypo-
thesis, so that both were included in the system, the different cases
being distributed between them). The goal of the assimilation hy-
pothesis determines its content. Since the senses, according to the
constancy hypothesis, furnish only a sum of sensations, and since we
find objects in our perceptual world, experience must have added
something to that sum of sensations. But since we know only the
actually perceived object the assimilation theory has to go further:
not only must the group of sensations aroused by the present
stimulation reproduce images of previous experiences, but these
latter must fuse with the former into a unity in which many prop-
erties of the former are lost, and in which the two kinds of elements,
sensory and imaginal, are indistinguishable. No part of this hypo-
thesis has been verified; three of its constituents are by the very
nature of the hypothesis unverifiable, viz.,, the primarily aroused
sensations, the reproduced images and the process of fusion.

A fourth point seems to have escaped the notice of the assimila-
tion theorists, although it seems to me to present an unconquerable
difficulty. I will introduce it by starting with a very simple example.
We perceive a snake in the grass; approaching cautiously we dis-
cover that it is no snake at all but a bent twig moved by the wind.
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The assimilation hypothesis would explain the case like this: the
stimuli coming from that stick were sufficiently similar to those
which on former occasions had fallen on our retinae when they
came from a snake. Therefore our present sensations were suffi-
ciently similar to reproduce the image of a snake which we had
formerly seen, and this image would inextricably fuse with those
sensations so as to make us perceive a snake now. This seems very
plausible, and yet it begs the question; for the stimuli coming from
a snake should, according to the constancy hypothesis, produce
nothing but a medley of sensations, of colour, position, and possibly
movement. But the problem, we thought, was, How have these sen-
sations become integrated into the perceptual snake? Of this pro-
blem we get no solution, not for the snake, not for the stick, and not
for any other of the myriad objects in our behavioural environment.
And I do not see how we can get such a solution. Perhaps the
reader will grant that a solution in purely visual terms would be
impossible, but he may object that we have overlooked our other
senses; we may have touched the snake and heard its hiss. But even
if we suppose that such is the case, what does it help? According
to the constancy hypothesis, touching the snake would supply a
number of touch sensations, but a snake as we know it is as little
a number of visual plus a number of touch sensations as it is a num-
ber of visual sensacons alone. In short, the theory presupposes what
it is to explain, by assuming that the perceptions of previous
stimulations are reproduced; for how did these previous percep-
tions arise?

A fifth and integral point, though verifiable, has not been verified;
recent experiments have, to the contrary, shown it to be false. I
mean the part, passed over rather hastily by the proponents of this
theory, which deals with the reproduction of images. The assump-
tion that stimuli which have produced a certain effect a number
of times will under all conditions tend to reproduce the same effect
is spurious, as we shall see later.

The assimilation hypothesis thus becomes untenable. Its main
aspect was the addition of two kinds of mental elements, sensations
and images. Experience was not only a condition but the source of
special elements which were added to other elements supplied by
the sense organs. How different the whole problem looks when we
consider experience as an inner condition. Without experience, the
nervous system has a certain constitution, with experience it has a
different one. Consequently we can no longer expect that the same
forces, the same proximal stimuli, will produce the same process in
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it. At one stroke we get rid of all the unverifiable parts of the as-
similation hypothesis, the original sensations, the added imagery,
and the process of fusion. At the same time we have freed ourselves
from the last two difficulties since we do not assime that a mosaic
of proximal stimulation produces a mosaic of sensations. And finally
we have the advantage that we can now define the problem of ex-
perience in perception in clear terms. Thus it does make a differ-
ence to call experience an inner condition of a process, and what is
true of experience is equally true of our other factors.

SUMMARY

Let us pause io see what we have achieved. We have stated our
problem and have refuted two solutions of it which severally and
jointly have had a firm hold on traditional psychology and have
obstructed its progress. In the process of clearing the way we have
eliminated a whole network of hypotheses, the constancy hypo-
thesis, the hypothesis of non-noticed but effective sensations, the in-
terpretation and the assimilation hypothesis, and we have shown up
the experience error. We have formulated the true solution in gen-
eral terms and have introduced our conceptual equipment for its
concrete elaboration. It has become apparent that the true solution,
without being in the least vitalistic, cannot be a machine theory
based on a sum of independent sensory processes, but must be a
thoroughly dynamic theory in which the processes organize them-
selves under the prevailing dynamic and constraining conditions.
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ORGANIZATION AND THE PROPERTIES OF THE BEHAVIOURAL WORLD

The looks of things are determined by the field organization to
which the proximal stimulus distribution gives rise. To this field
organization we must, then, apply our research. What kind of
organization is responsible for unit formation? Why is behavioural
space three-dimensional? How does organization produce constancy
of colour or size? These are a few of the questions we shall have
to deal with. Historically these questions have been attacked in a
random order, each experimenter choosing a field where he hap-
pened to see a real problem and a method of its solution. Needless
to say, we have as yet no answer to many such questions and no
complete one to any. But we possess now a sufficient stock of ex-
perimental evidence to warrant a more systematic procedure in our
exposition. We shall select our material in such a way as to throw
light on the chief problems in their interdependence.

GENERAL CHARACTERISTICS OF STATIONARY PROCESSES
Such a systematic attempt will succeed the better the more gen-
eral our starting point. And therefore, before taking up any ex-
perimental evidence, we shall ask the question whether we do not
know of any properties of organization which belong to all organiza-
106
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tions. Since psychological organization is our problem, we cannot
take our answer from psychological facts, psychological organization
being the unknown quantity in our equation. And that means we
must turn to physics. Do physical organizations; spontaneous dis-
tributions of process, show general characteristics of the kind we
are looking for? '
Maximum-Minimum Properties. When we turn to stationary
distributions, i.e., such as no longer change in time, we do indeed
find such characteristics. Stationary processes have certain maximum-
minimum properties, i.., a given parameter of these processes has
not just any magnitude but the smallest or the greatest possible.
A few examples may make this clear: if we have a number of dif-
ferent circuits between the poles of the same electric battery the
currents will distribute themselves so as to produce a minimum
amount of energy within the system. To take the simplest case of
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two part circuits only. Then Kirchhoff's law states that - ==

1o 71
where 7, and 7, stand for the intensities of the two part currents,
and r, and 7, for the corresponding resistances in the part circuits.
Now it is quite easy to show mathematically that these currents, 7,
in the circuit with resistance r;, and 7, in circuit with resistance 7,
produce less heat than if 7, were greater or smaller, and consequently
7, smaller or greater, than is demanded by Kirchhoff’s law. (The
sum of the two intensities must be constant, since the total intensity
of the circuit depends only upon its electromotive force and its total
resistance.)

Another example is the soap bubble. Why has it the shape of a
sphere? Of all solids the sphere is that whose surface is smallest for
a given volume, or whose volume is largest for a given surface. The
soap bubble, therefore, solves a maximum-minimum problem, nor
is it difficult to see why. The soap particles attract each other, they
tend to take up as little space as possible, but the pressure of the
air inside forces them to stay on the outside, forming the surface
membrane of this air volume. So they must form as thick a surface
lamella as they can, and the smaller the surface the greater can its
thickness be, if the amount of mass is constant. At the same time
potential energy of this membrane will be as small as possible.

Maxima and minima are of course always relative with regard
to the prevailing conditions; the absolute maximum is infinite, the
minimum zero. Thus in our last example the conditions were the
amount of mass, i.., the amount of soap solution, and the air vol-
ume. In the first example it is the total current intensity produced
by the electromotive force with the total resistance.

’
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Now we can understand a general proposition about all stationary
distributions which I quote from Kohler: “In all processes which
terminate in time-independent states the distribution shifts towards
a minimum of energy” (1920, p. 250). Or the final time-independent
distribution contains a minimum of energy capable of doing work.
This proposition applies to the total system, and under certain con-
ditions, to be discussed later, it demands that a part of the total
system absorb a maximum of energy. (See Kohler, 1924, p. 533.)

Thus in physics we have found a characteristic of stationary distri-
butions such as we have looked for. If nervous processes are physical
processes, they must fulfil this condition whenever they are sta-
tionary or quasi-stationary; we cannot expect to find in our nervous
system any processes which are entirely independent of time because
the conditions never remain absolutely constant. However, within
short periods of time this change of conditions will, in a great
many cases, occur so slowly that the distributions are for all practi-
cal purposes stationary within such short periods; such processes are
called quasi-stationary, and they can be treated as stationary ones.
Thus we have found a general characteristic of all stationary nervous
organizations: we know that they must possess certain properties
merely because they are stationary organizations. This is in itself
a great gain, but it does not give us any concrete insight into the
actual nature of psychological organizations, since we have no means
of measuring the energy of these processes. We might say, sacrificing
indeed a great deal of the precision of the physical proposition,
that in psychological organization either as much or as little will
happen as the prevailing conditions permit.

Qualitative Aspects. But we can go one step further. Our state-
ment is so far quantitative, but our behavioural environment reveals
no such quantification; it is purely qualitative. How, then, can we
bridge the gap between quantity and quality? We have answered
this question in our first chapter: quantity and quality are not two
different properties of events but only different aspects of one and
the same event. Therefore we might ask: What is the qualitative
aspect of stationary physical processes which satisfy the quantita-
tive minimum-maximum condition? No perfectly satisfactory an-
swer is possible; we have no general qualitative concept applicable
in all cases. But there are enough special cases in which the quali-
tative aspect of stationary process becomes manifest (Kohler, 1920,
pp- 257 £.). Physicists like Curie and Mach have been struck by the
symmetry and regularity of many stable forms in nature, like crys-
tals. Thus Curie formulated the proposition that “it is necessary
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for the occurrence of any physical process that certain elements
of symmetry do not exist”; Kohler formulated the converse of
this proposition that a system left to itself will, in its approach to a
time-independent state, lose asymmetries and becéme more regular.

The terms of this proposition are clear enough as long as the
conditions under which the process occurs are simple. What will
happen when the conditions are less simple? A very instructive ex-
ample is presented by drops of water. Suspended in a medium of
equal density, they will be perfect spheres; lying on a solid sup-
port to which they have little adhesion the spherical shape is slightly
flattened; falling through air they assume a new shape which,
though less simple than the sphere, is still perfectly symmetrical and
fulfils the condition that it offers the least resistance to the air
through which it is passing, so that it can fall as fast as possible; in
other words, the falling drop of water is perfectly streamlined; its
symmetry corresponds again to a maximum-minimum principle.
We see in this example how the shape of a stationary state becomes
less and less simple the more complex the conditions under which
the equilibrium is established. Therefore, when the medium is com-
plex, varying in its properties from point to point in a complex
manner, then the ensuing stationary distribution will no longer be
regular or symmetrical in the ordinary sense, and we possess no
concept to describe the qualitative aspect of such distributions.
The concept would have to be such that ordinary symmetry would
be a special case, realized under particularly simple conditions.

Although we have not gained very much, we have gained some-
thing. For we can at least select psychological organizations which
occur under simple conditions and can then predict that they must
possess regularity, symmetry, simplicity. This conclusion is based
on the principle of isomorphism,* according to which characteristic
aspects of the physiological processes are also characteristic aspects
of the corresponding conscious processes.

Furthermore we must remember that there exist always two pos-
sibilities, corresponding to the minimum and the maximum; either
as little or as much as possible will happen. Therefore our term
simplicity or regularity will have a different meaning according to
these two possibilities. A simplicity of a minimum event will be
different from a simplicity of a maximum event. Which of these
two will be realized in each concrete case must depend upon the
general conditions of the process.

1 Discussed at the end of the second chapter,
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Law of Pragnanz. Thus we have gained a general, though admit-
tedly somewhat vague, principle to guide us in our investigation of
psychophysical organization. In the process of our research we shall
make this principle more concrete; we shall learn more about sim-
plicity and regularity itself. The principle was introduced by Wert-
heimer, who called it the Law of Pragnanz. It can briefly be for-
mulated like this: psychological organization will always be as
“good” as the prevailing conditions allow. In this definition the
term “good” is undefined. It embraces such properties as regularity,
symmetry, simplicity and others which we shall meet in the course
of our discussion.

SIMPLEST CONDITION: STIMULUS DISTRIBUTION
COMPLETELY HOMOGENEOUS

And now let us begin our study of concrete psychological or-
ganization. We begin with the simplest possible case, a case which
has only of late received the attention of the psychologist. This
simplest case is realized when the distribution of forces on the sense
surface is absolutely homogeneous.

Why This Is the Simplest Condition. The Different Traditional
View. To see this as the simplest case, natural though it may seem,
required the radical change in our answer to the question, Why
things look as they do, which we have discussed in the preceding
chapter. As long as one expected the answer to our question from
an investigation of the effects of local stimulation another case
seemed the simplest, viz., that in which only one point of the retina
was stimulated. Experimental evidence, which we shall discuss
later, has shown the falsity of this assumption. The same conclu-
sion follows directly from our third answer. If perception is organi-
zation, i.e., a psychophysical process in extension depending upon
the total stimulus distribution, then homogeneity of this distribution
must be the simplest case and not the traditional one which con-
tains a discontinuity. We can express the two kinds of stimulation
mathematically, by plotting the intensity of stimulation as a func-
tion of the place on the retina. Since the retina is a surface, each of
its points can be represented within a plane with reference to a
Cartesian system of co-ordinates. The intensity at each point would
then have to be represented as a point above this plane, and all
intensities would lie on a surface whose shape would depend on the
distribution of the intensities. Now if the intensity js homogeneous,
this surface would be a plane parallel to the x y plane, the higher
above it, the greater the intensity, and at the distance nought, coin-
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ciding with it, if the intensity is nought. If, on the contrary, we
have only one point of the retina stimulated, then our surface would
no longer be a plane as a whole. The greatest part of it would
still coincide with the x y plane, but at one point it would rise ab-
ruptly to the intensity with which this point is stimulated only to
drop back into the x y plane at the next point. If we do not want
to use perspective we can only reproduce a two-dimensional cross-
section of these distributions. Then we can plot on the abscissa all
the points along one line of the retina, say, the retinal horizon
(roughly speaking a horizontal line passing through the centre of
vision when the eye is in a normal position looking straight ahead),
and the intensity on the ordinate.

Then Fig. 8a represents a homo- , 6
geneous distribution of the intensity
7, and & the distribution if one point
only is stimulated. In @ the upper
line represents the distribution, in & '
the whole graph, since the x and 7 Fig.8
lines coincide except at the one

point. The first corresponds to a perfectly flat plane, the second to
a plane with a pole projecting from it. What, then, shall we see
when our retinae are stimulated by neutral light according to the
first figure?

Homogeneous Distribution of Neutral Light. I had to modify the
general question by the new condition that the light be neutral, be-
cause the only experiments which have been made with such stim-
ulus distributions have used neutral light. We shall give later on a
hypothetical treatment of the case in which the light is not neutral.

Tue Dirrerent Distant StimuLt WhicH Propuce Suca Homo-
GENEOUs StimuLaTION. The answer to our question is quite simple:
under these conditions the observer will “feel himself swimming
in a mist of light which becomes more condensed at an indefinite
distance” (Metzger, 1930, p. 13). Let us consider how we can pro-
duce such uniform distribution of intensity over the entire area of
our retinae; in other words, what distant stimuli we must use in
order to obtain homogeneous proximal stimulation. Of course we
might put our subject in the midst of an actual fog which would be
perfectly evenly illuminated, and in that case his behavioural field
would be a fairly good representation of the geographical one; the
mist seen would correspond to the real fog. Even so, the increasing
condensation would be a feature belonging to the behavioural, and
not to the real, fog. But we can produce the same proximal stim-

x
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ulation by quite different means. Any surface in front of the ob-
server, provided each of its points sends the same amount of light
into his eyes, will fulfil our condition. And therefore it cannot
make any difference to the observer whether he is in front of a
plane vertical wall or in the center of a hemisphere or in an actual
fog; he will always see space-filling fog and not a plane. Further-
more it cannot make any difference what the albedo of the surface
is, provided that the light reflected from it remains constant. The
albedo is the coefficient of reflection, the amount of light reflected
from a unit area divided by the amount of light it receives; and the
amount of reflected light is the product of the light falling onto the
unit area and the albedo. If L stands for the albedo, 7 for the in-
tensity of the reflected light, and I for the intensity of the light fall-

ing into the unit area, L = —;—, and 7 = IL. Since no surface reflects
all the light that falls on it, L is always < 1. 7 remains constant if
L changes in inverse ratio with . ; = LI = (Lp)pi, where p means

any positive number.

Wharteness Constancy Unper THese Conbrrions. Therefore un-
der conditions of absolutely homogeneous stimulation the appear-
ance of the fog can only depend on 7 and must be the same if 7 is
constant, quite independent of L. Otherwise expressed, two sur-
faces, one ten times as bright as the other but receiving only %0
of its light, must produce exactly the same perception. And that
means that there can be no constancy of whiteness under these con-
ditions, for constancy means that, apparently, the actual appearance
is a function of the albedo; under normal conditions a black sur-
face in full light reflecting as much light as a white surface in
shadow does not look equally bright, a point which we have dis-
cussed in the last chapter.

Wharteness anp Insistency. The negative statement that with
totally homogeneous stimulation no constancy can occur involves
the positive proposition that all constancy presupposes inhomo-
geneity of stimulation and gives us the first clue for the explanation
of constancy. On the other hand, this negative statement leaves
us with a problem; if two homogeneous surfaces arouse the same
perception when with albedos L, and L, they receive the amounts
of light I; and I, in such a way that L,J, = L,l,, what will this
perception be like? Will they look white or grey or black? We
could answer this question only if we knew the dependence of the
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appearance on 7, the intensity of the reflected light. But this function
is still more or less unknown. What we can say with certainty is that
the dependent variable of this function, the appearance of the mist,
has several aspects which are to be treated as Separate variables.
We must distinguish at least its “whiteness” and its “impressive-
ness” or “insistency.”? By the former we mean its similarity to a
member of the black-white series, by the latter a characteristic which
does not concern the behavioural object alone but also the Ego, a
relation between the Ego and the behavioural object (Metzger, p.
20). As early as 1896, G. E. Miiller defined “impressiveness” by “the
power with which sensory impressions attract our attention” (p.
20 £.). If this is meant as a direct description, it seems equivalent to
the statement in our text which we have taken from Metzger, who
also quotes Miiller, and Titchener’s three terms bring out the
object-Ego relation still more clearly. We shall discuss characteristics
similar to insistency when we introduce the Ego, but it is signifi-
cant that we cannot even begin our discussion of the environmental
field without being forced to refer to the Ego. It is a characteristic
of the environmental field that it is the field of an Ego, an Ego
which is directly influenced by this field.

Errecr oF INTENsiTY oF HoMocenNEous Stimuration. However,
we must return to our problem, the relation between the appear-
ance of the fog and the intensity of the stimulation. Since our
knowledge is still very incomplete, we disregard the effect which
adaptation, in the ordinary sense of dark- and light-adaptation,
has on this relation. Then we can conclude from Metzger’s results
under conditions of absolutely homogeneous stimulation that #n-
sistency varies much more with intensity than whiteness. Metzger
gives the following description of the events in the field when,
starting from absolute darkness, it is gradually lightened. “At first
it grows lighter to the observer in the sense of less heavy, not in the
sense of less dark; he feels the disappearance of a pressure, as
though he could again breathe freely; some see at the same time a
clear expansion of space. Only then it grows rather quickly lighter
in the sense of less dark, at the same time the space-filling colour
recedes” (p. 16). As he was not able to produce a perfectly homo-
geneous stimulus distribution at higher intensities, we cannot de-
termine the dependency of the depth of seen foggy space on the
inténsity of stimulation, but we see that the onset of stimulation
and its first intensification produces a marked expansion. Again

2The latter is Titchener’s translation of the German “Eindr}nglichkeit"; two
other terms which he proposes are “self-assertiveness” and “aggressiveness.”



114 THE ENVIRONMENTAL FIELD

this expansion is Ego-related; note the relief from pressure which is
the very first result of stimulation.

Merzeer’s ApparaTus. It is now time to describe briefly Metzger’s
apparatus. The observer sat in front of a carefully whitewashed wall of
4X4 m. sq. area, at a distance of 1.25 m. Had he been seated directly
opposite its centre, this wall would not have filled the entire field of
vision which corresponds to a visual angle of about 200° in the hori-
zontal and 125° in the vertical, whereas the side of the wall would
have filled only an angle of 116°. Since the observer sat on a chair which
stood on the floor of the room, but fixated a point about 1.50 m. above
the floor, the dimensions of the wall were not sufficient in either direc-
tion; therefore wings bent towards the observer had to be added on all
four sides, care being taken that the inhomogeneities thereby introduced
were as small as possible. Actually the edges where wall and wings
joined were either invisible from the start or became so after a very short
while. The illumination was supplied by a projection lantern with a
specially constructed set of lenses.

Stimulation with Microstructure. The results so far reported were
gained with this apparatus, as long as the intensity of illumination
remained below a certain level. If, however, the illumination was in-
creased, something new happened. The fog became condensed into
a regularly curved surface which surrounded the observer on all
sides; its appearance was filmy like the sky, not surfacy, and similar
to the sky it was slightly flat in the centre. The apparent distance
of the furthest part of this boundary is approximately the same as
that of the wall when seen under normal conditions. If the illumi-
nation is further increased the surface straightens out into a plane
whose apparent distance may increase very definitely beyond the
real one.

Why this change from space-filling fog to a plane surface? Very
ingenious experiments of Metzger’s, too complicated to be de-
scribed here, give the answer. The cause lies in the “grain” of the
whitewashed surface, or in terms of proximal stimulation, in the
fact that at higher intensities the stimulus distribution was no longer
perfectly homogeneous, but possessed what we will call a microstruc-
ture. Now the microstructure of the distant stimulus object is, of
course, independent of the illumination; why, then, does the proxi-
mal microstructure depend upon it? The answer is to be found in
accommodation. The inhomogeneity due to microstructure is so
small that it disappears if the eyes are not perfectly focussed, and as
long as the illumination is low, accommodation is no longer per-
fect—a point to which we shall return a little later. For the moment
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we accept the fact that a surface is seen only when the proximal
stimulation is no longer quite homogeneous, and that microstruc-
ture is a sufficient inhomogeneity to produce this effect.

Some Fundamental Principles of Space Organization. (1) Prim-
itive Perception Tri-dimensional. These facts reveal a number of
fundamental principles of psychophysical organization. (1) Under
the simplest possible conditions of stimulation our perception is
three-dimensional; we see space filled with neutral colour stretching
into a more or less indeterminate distance, which may vary with the
intensity of the stimulation, although this point is not yet clearly
settled.

This very simple fact does away with a number of answers to the
question why we see a three-dimensional space, although our retinae
are two-dimensional only. Berkeley, as a matter of fact, gave what
he considered conclusive proof that we could not possibly see depth
and that therefore our perception of depth could not be sensory.
“It is, I think, agreed by all that Distance, of itself and immediately,
cannot be seen. For distance being a line directed endwise to the
eye, it projects only one point in the fund of the eye, which point
remains invariably the same, whether the distance be longer or
shorter” (p. 162).

Two interdependent false assumptions are necessary to make this
argument conclusive. In the first place, it contains the constancy
hypothesis in assuming that we can investigate the whole of per-
ceptual space by examining its individual points separately one by
one. Space is not treated as process in extension, but as a sum of
independent local processes. In the second place the argument corre-
lates the dimensions of the stimulus distribution with those of the
effects of stimulation. The retina being two-dimensional, seen space
must be two-dimensional also. But the retina is the boundary sur-
face of the tri-dimensional optical sector of the brain, and the forces
set up in this boundary surface determine a process extended over
the whole tri-dimensional sector. Berkeley’s argument proves only
that under certain conditions two points which are objectively at
different distances may appear at the same distance, but it does not
prove that this distance must be zero, since it contains no indication
whatever about the distance at which the two objects must appear
(cf. Koflka, 1930).

A fallacy similar to the one of Berkeley’s argument has been com-
mitted in other fields of sense psychology also. The argument has
frequently been put forward that if a given stimulus modality had
a certain number of dimensions in which it could vary independ-
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ently, then the corresponding behavioural data should have the
same number of dimensions and no more. Thus, to our statement
about the double effect of intensity of light, whiteness and insistency,
one might have objected that to one stimulus variable there could
correspond only one perceptual variable, although, as far as I know,
the argument has not been applied to this particular case. But this
argument has been used in acoustics where one concluded from
the double variability of pure sinusoidal waves, frequency and ampli-
tude, that the corresponding auditory effects, the pure tones, could
also have only the two attributes. The fallacy of this argument is
obvious. If an electric current is sent through an electrolyte, the
electrolyte is decomposed and heat is generated, both effects de-
pending directly upon the intensity of the current. There is in other
words no logical connection between the dimensions of the cause
and the dimensions of the effect (Kohler, 1923 b, p. 422). And yet,
both in space perception and in acoustics, this false assumption has
decisively influenced experimentation and theorizing. No more need
be said about it after we have eliminated it once and for all from
our principles of explanation.

PriMiTIVE TRI-DIMENSIONAL SPACE NOT ARTICULATED. Let us return
to three-dimensional space. In its most primitive form it appears al-
most homogeneous; not quite, since the density of the fog increases
with distance. But apart from that, the whole visible space volume
is filled with the same material, grey fogginess. How different is our
space under normal conditions, and even in Metzger’s experiments
with stronger illumination! There one sees a white wall at a cer-
tain distance, the whiteness being restricted to that plane surface,
the space between observer and wall not appearing white but simply
transparent as “pure space.” Thus we see that primitive space lacks
that articulation which normal space possesses. We see at the same
time that articulation of the proximal stimuli, mere microstructure,
may produce a much richer articulation of the perceptual field,
empty space terminated by a coloured surface.® Since articulation
requires inhomogeneity of stimulation, i.e., special forces which are
responsible for the articulation, we must further conclude that
homogeneous tri-dimensionality, the fog, is a simple effect, the
simplest of which our sense of sight is capable. And we are tempted
to say that absolutely homogeneous stimulation causes a minimum

31t is very convenient to use the word “colour” so as to refer to neutral colours
as well as to the proper or chromatic ones. Where no misunderstanding is possible,

and where this usage helps to make the text simpler, it will from now on be
adhered to.
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event in the nervous system; as litde will happen under these
conditions as is possible.

(2) A Surface the Product of Strong Forces of Organization.
To see a surface is, according to the preceding dfscussion, the effect
of a higher degree of organization, presupposing special forces. That
forces presuppose inhomogeneities is a truism. Nothing will happen
within a system in which all parameters have constant values. How,
more specifically, inhomogeneous stimulation produces forces in the
physiological field has been shown by Kohler (1920), a demonstra-
tion which requires some physico-chemical detail and must, there-
fore, be omitted here.

These forces, due to the microstructure of the proximal stimula-
tion, produce the organization of empty space and bounding plane
surface; i.e., the colour, which before was dispersed over the whole
space, becomes concentrated on a surface where it is held by real
forces, disappearing from the rest of the space. It seems the simplest
thing in the world to see a plane surface; we know nothing of the
forces which bring it into existence, and yet this simple perception
is a highly dynamic affair which changes at once if the forces
which maintain it are interfered with. It is important to emphasize
this point, since the traditional treatment of space perception, even
by the men who have made the most valuable contributions to our
‘knowledge, is fundamentally undynamic, i.., purely geometrical,
each point having its own “local sign,” while the appearance of a
surface is held equivalent to the sum of specially distributed local
signs.

WEAKENING OF THE Forces THroucH BraiN Lestons. Interference
with the forces which produce the plane surface changes its appear-
ance. We have seen what happens when the forces are lost through
a loss of the inhomogeneity of the stimulation. But we can interfere
with the forces in yet another manner. The actual psychophysical
process depends, as we have seen, on the external and the internal
conditions. Let us keep the external ones constant and change the
internal ones; let us interfere with the brain of our observers. Of
course we shall not do it intentionally just to satisfy our scientific
curiosity. But accidental injuries, of which the war produced a
horrifying number, will serve our purpose. It can be said without
exaggeration that all brain injuries affect the organization of the
psychophysical processes, but the symptomatic manifestations of
such effects will depend upon the place and the amount of the lesion
(Head, 1926, Goldstein, 1927). Since with human beings we cannot
make systematic extirpation experiments, we must study the cases
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which chance delivers into our hands. Now it has happened that
Gelb (1920) found two patients whose organization was disturbed
in the very aspect which interests us now. They could not see any
real surfaces at all, i.e., the colour processes which occurred in their
psychophysical field were never concentrated in one plane but
always possessed a certain thickness which varied inversely with
the brightness of the distant stimulus. Thus if a black surface ap-
peared as a layer of black 15 cm. thick, a white surface would be
seen as a layer of 2-3 cm. thickness only. A black circle on a white
background would therefore not appear in the plane of the white;
it would project from it towards the observer and away from him.
Moreover it would appear larger than for us; the patients, if asked
to point to the lateral boundaries of the circle, would point a few
millimetres outside its rim. Therefore the forces which make and
shape the figure are weaker in all directions, not in the third dimen-
sion only. That the spread is so much greater in the third than in
the first two dimensions is, of course, due to the fact that the white
colour prevents the black from spreading far in radial directions,
whereas it does not exert a similar influence in the third dimension.

(3) Different Stages of Organization. To return to Metzger’s ex-
periments: Between the two stages of a fog-filled space and the ap-
pearance of a vertical plane lies a stage in which all the colour
is condensed on one surface, which, however, is not a plane but a
hollow bowl which surrounds the observer on all sides. In agree-
ment with the preceding argument we must conclude that such a
curved surface is easier to produce than a plane, that it corresponds
to weaker forces than the latter. In accordance with this interpreta-
tion is the further fact that this bowl, if the observer remains suffi-
ciently long in it, begins to dissolve into fog (which, however, does
not spread to the observer but leaves a clear transparent layer in
front of him), for continued exposure to one and the same stimula-
tion reduces the forces exerted by the stimulation. Thus we have the
following series of organization produced by stimulations which
imply an increasing strength of the effective forces: (1) Colour
equally distributed over a certain visible volume, This effect has not
been reported; whether it is realizable or not must be determined
by further experimentation. (2) Colour distributed over the whole
of a certain visible volume, but becoming denser with increasing
distance from the observer. (3) Colour confined to the further end
of the visible volume where it forms a bowl-shaped fog. (4) Colour
condensed on a filmy surface which surrounds the observer like a
bowl. (5) Colour condensed in a vertical frontal parallel plane with
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true surface character (as opposed to filminess). Nos. (3) to (5)
presuppose inhomogeneities of stimulation, microstructure; (2)
and possibly (1) occurs when the stimulation is really homogene-
ous. ‘

(4) The Forces that Produce and Maintain Behavioural Space.
From the three preceding points we conclude: all phenomenal space
is the product of actually effective forces; phenomenal space may be
likened to a balloon whose size depends upon the gas pressure
within, and not to a metal sphere. According to this view, which
is held by Metzger, space becomes as small as possible, particularly
in the third dimension. This view is based on the fact that in
Metzger’s experiments, space expanded with increased illumination,
and that space produced by completely homogeneous stimulation
possesses a very small depth as compared with ordinary space.

Two aspects of this hypothesis have to be distinguished, a general
and a special one. The general is the interpretation of visual space
as a dynamic event instead of a geometrical pattern, and this aspect
will be whole-heartedly accepted into our system. The special aspect
assumes that expansion of space requires force, and that space will
therefore be the smaller the weaker the forces are which support
it at a given moment. This part of the hypothesis seems at least
very probable for the particular kinds of spaces which Metzger
has investigated. But at the present moment I should feel loth to
generalize it beyond these limits. There exists also the other possi-
bility that under other conditions space will be as large as possible
and that therefore it will require special forces to constrain it, an
effect achieved by bringing either the boundary or any part-object
nearer to the observer.

(5) The Réle of Accommodation. We draw attention to the role
of accommodation. In Metzger’s experiment the stimulation would
be inhomogeneous, possessing microstructure, only if accommoda-
tion was perfect. With imperfect accommodation the stimulus dis-
tribution would be perfectly homogeneous. The action of the lenses,
therefore, is such as to create conditions for a process of higher
rather than of lower articulation. If it were a general law that the
visual sector will always produce the least possible reaction, then ac-
commodation should work in the opposite way to that in which it
really does; it should not focus the eyes on objects but should throw
them out of focus so as to create the most homogeneous stimulus
distribution possible. But even under the extreme conditions of
Metzger’s experiments it does not; it makes the stimulus distribu-
tion as inhomogeneous as possible, and thereby the actual process
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distribution as articulate as possible. We shall take up this point
when we discuss the relation between field organization and be-
haviour (in Chapter VIII).

(6) Instability of Homogeneous Space. Homogeneous space and
even sufficiently large homogeneous parts of space are not so stable
as well articulated space. Everybody knows the spots and streaks
of light that begin to swirl before his eyes when he stays in a
completely dark room. Similar phenomena occur in homogeneous
light space, although not often spontaneously; when, however, the
observer begins to scrutinize the field to test whether it is really
homogeneous, he may see points of light or cloudlike structures
shifting through his field. The forces which produce these phe-
nomena originate inside the nervous system, but under normal con-
ditions of good articulation the total organization is so stable that
these forces either cannot arise or, if they do, are incapable of
affecting the firmly established structure.

Temporal Inhomogeneity of Stimulation. Before we leave the
discussion of organization under the conditions of homogeneous
stimulation we must lift a restriction which so far has limited our
argument. Homogeneity of stimulation has been understood to
mean spatial homogeneity. We were concerned only with the period
of time during which the spatially homogeneous stimulation lasted.
But each such period has periods which precede and which follow
it, and the period of time which we have singled out must be con-
sidered also in the context of its past and future. Otherwise ex-
pressed, we shall apply our concept of homogeneity to time as well
as to space, and then we see that the onset of a spatially homogene-
ous stimulation introduces an inhomogeneity in the temporal stim-
ulus distribution; the organism must do something new, and this
new organization will, in some of its aspects, depend upon the pre-
ceding organizations. Perfect homogeneity would be both temporal
and spatial. Would it be too bold to say that if all, not only visual,
stimulation were completely homogeneous, there would be no per-
ceptual organization at all? What happens when we are in the
dark and close our eyes? We see a dark grey, little extended, space
at first, but after a while we do not see any more. The world of sight
has ceased to exist for the time being. I am not sure whether the
same effect cannot occur if we are in a totally homogeneous space
that is not entirely dark.

Coloured Homogeneous Space. However, it is not because of this
speculation that I have introduced the topic, but in order to remove
a limitation of our previous discussion. We restricted our problem



STIMULUS DISTRIBUTION 121

to the case of neutral light. Let us now lift that restriction. What
shall we see when, in a set-up like Metzger’s, the light that is pro-
jected on the wall is passed through coloured filters? The experi-
ment has not been made, so we do not know. But it is possible to
hazard a guess. For simplicity’s sake we assume that the observer
finds himself in a normally illuminated room before the experi-
ment begins. Then the homogeneous coloured illumination breaks
in upon a space which was “normal” and therefore will be seen
with reference to normal neutrality, coloured in correspondence
with the colour of the respective filter. But if the observer stays
sufficiently long within the homogeneously coloured field, will it
continue to look coloured? Most probably not; it will, according
to my expectation, gradually become neutral. Why I expect it to
become so and what the effect, if it occurs, means will be discussed
later (see Chapter VI, p. 256). It is mentioned here only to indicate
at least the possibility that continued homogeneous coloured stimula-
tion will eventually produce the same result as neutral stimulation,
in accordance with our proposition that under homogeneous stim-
ulation as little as possible will happen. For colour is more than
neutral grey; it is an added event, an extra effect. In support of
this view I will only mention that both of Gelb’s patients described
above were colour blind, one totally, the other partially, and that as
a general rule disturbances of spatial organization are accompanied
by disturbances of colour vision.

My hypothesis does not go so far as to claim that the result of
homogeneous coloured stimulation is quite identical with that of
homogeneous neutral stimulation. I expect it to be different in the
object-Ego relation which was touched upon previously. Thus I
expect the subject to feel in a different mood in homogeneous red
and violet fields, even if both appear as grey fog. For the moment
it must suffice to note that colour in all its aspects may appear to
be one side of the total organization.

Behavioural Space Not Purely Visual. One last word to exclude a
misunderstanding. It would be wrong to suppose that in Metzger’s
experiment the seen space depended only upon the visual stimula-
tion. Behavioural space is a much more comprehensive organiza-
tion which is supported by other than visual forces, notably those
which arise in the vestibular organ of our inner ear and those
which derive from so-called deep sensibility. And of course what
we have said about this more comprehensive organization of be-
havioural space holds not only for Metzger’s experiments, for space



122 THE ENVIRONMENTAL FIELD

produced by homogeneous retinal stimulation, but for every kind
of visual space. Functionally space is never purely visual.

The choice of our first experiment was easy enough, because the
“simplest” case of stimulation could be deduced from the definition
of our problem. Our next step has to be more arbitrary. Of course
we could follow up the lead which the first experiment has given
us. We saw that organization of space into surfaces at different dis-
tances requires special forces, and we saw further that if these forces
are produced by mere microstructure of an otherwise homogeneous
stimulation we shall see a homogeneous vertical plane bounding
our visual space.

Localization of the Plane Produced by Homogeneous Stimula-
tion with Microstructure. A first question which'we might ask now
is: At what distance will this plane be seen? Unfortunately we have
no sufficient experimental data to answer that question. Metzger’s
experiments proved only that the perceived distance depends to
some degree on the intensity of stimulation, and that it need not
be the same as the “real” distance. This expression is of course a
mere abbreviation. Strictly speaking we cannot compare real and
phenomenal or behavioural data. When, for brevity’s sake, we use
this incorrect terminology we mean that the behavioural quality
which appears in a particular situation is different from the be-
havioural quality under more normal conditions. In the case of the
distance of our homogeneous plane it would mean that the homo-
geneous plane appears at a different distance from a plane which
was objectively at the same distance, but which formed part of a
more richly articulated field. Since our behaviour is determined by
our behavioural field, it will mean also that in such cases our be-
haviour would be badly adapted to the geographical field, or that
there would be discrepancies between behaviour and behavioural
field. More concretely, if we were to touch this plane with a stick,
we should begin by pushing the stick not sufficiently far; but since
“touching” means a very definite experience which would not occur
before we brought the stick into contact with the real wall, we
would then go on moving the stick against the data of our visual
space. Thus the two patients described by Gelb were liable to fall
when they alighted from a tram because, owing to the spread of
colour, the ground seemed too near to them and they innervated
their muscles accordingly. Thus discrepancies between the real and
the behavioural world can always be described in terms of be-
haviour, which, as we have seen in our second chapter, depends on
both the behavioural and the geographical environment.
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But to return to our question at what distance the homogeneous
plane surface will appear. Even though the seen distance was not
entirely constant and would at higher intensities of stimulation be
greater than the real one, it had definite limits. In Mctzger’s ex-
periment the distance between the eye and the nearest point of the
wall was about 1.25m. The maximum distance estimated was not
quite twice that amount. Therefore the range of distances at which
the plane appeared, if not the distance itself, is well determined.
Does it depend upon the real distance? Unfortunately we do not
know, since in Metzger’s experiments this was kept constant. There
exists, then, the possibility that the behavioural will depend on the
real distance. Of course the real distance cannot affect behavioural
distance directly. Something must mediate between them. There
are only three factors which can assume this mediating role. The
first influences the stimulation directly: if the distance is too great,
the grain will become too fine to be effective; the microstructure
will disappear, stimulation will be homogeneous, and we shall see
fog-filled space.

This first factor, therefore, cannot account for a positive correla-
tion between real and perceived distance in the case of a homogene-
ous wall. Thus there remain only the two factors of accommodation
and convergence. Accommodation, as we have seen, is possible
only where there is inhomogeneity. And convergence has no direct
determinant under the conditions of our experiment. We cannot
substantiate this last statement since we are not yet prepared to
state the direct determinants of convergence (see Chapter VIII), but
convergence and accommodation are to some extent coupled to-
gether so that, when there are no opposing forces, a given accom-
modation will insure a certain convergence.

Inasmuch, then, as the apparent distance of the homogeneous
wall will depend upon its real distance, it must do so through the
mediation of accommodation and convergence. Although many ex-
periments have been carried out to determine the influence of these
two factors on the localization of objects in an articulated space, it
would be dangerous to draw inferences from these cases for our
case of a homogeneous plane even if the results of these experi-
ments were univocal. As a matter of fact, such an inference becomes
impossible since the results of these experiments are highly contra-
dictory. We have no adequate knowledge as to the role of our two
factors. But we can say this much: Assuming the apparent distance
of our plane depended upon its real distance and therefore upon
accommodation and convergence, this dependence would be a direct
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and not an indirect one. The early investigators held the opposite
opinion; they thought that accommodation and convergence could
influence perceptual data only if they gave rise to separate sensa-
tions of their own which interfered or fused in some way or other
with the visual sensations. We cannot accept such a view. On the
one hand, we do not normally experience such sensations, on the
other this theory involves a kind of mental chemistry which has
no place in our system built on actual scientific concepts. The direct
influence which we have in mind is the state of the nervous system
itself which corresponds to a given degree of accommodation and
convergence. It requires energy to accommodate and to converge
to a near object, and within limits the nearer the object the greater
the energy. This fact, or other facts of a similar nature, may directly
influence the organization cf space, which, as we have seen (cf.
p. 119), is itself a dynamic process consuming energy. Later on we
shall see that such an influence, where it exists, is not very con-
siderable, and therefore it is not very probable that the dependence
of the phenomenal distance of the homogeneous plane upon its real
distance can be very extensive.

INHOMOGENEOUS STIMULATION. SIMPLE CASE OF ONLY ONE
INHOMOGENEITY IN OTHERWISE HOMOGENEOUS FIELD

We must now turn to non-homogeneous stimulation; a possible
procedure would be to take the next simple case in which the stim-
ulation varied uniformly from point to point in one or several di-
rections. Leaving this till later, we discuss now the case where,
within a homogeneous stimulus distribution on the retina, there is
a circumscribed area of a different stimulation. Unfortunately, we
cannot treat this case without limitations. No experiment has been
made in which the conditions were fulfilled that both the enclosing
and the enclosed area were absolutely homogeneous. Next to it
comes an experiment by Metzger. The wall was illuminated with
such an intensity that it appeared like a bowl. In the centre of the
wall a small square was left unilluminated which, since the observer
had to raise his eyes, was projected on the retina as a trapezium.
The observer saw a black trapezium on the surface of this bowl,
which in the region where the trapezium appeared was frontal
parallel to the tilted head, that is, inclined towards the vertical.

In this case the enclosing stimulation possessed a microstructure,
while the enclosed was homogeneous. Yet this latter did not give rise
to the perception of a space-filling fog; the part of the field corre-
sponding to it appeared in the same surface as that corresponding
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to the enclosing one. In other words, the surface was constituted as
a whole by the microstructure of the enclosing stimulation and this
determined the effect of the small homogeneous enclosed area.

However, interesting though this result is, it does not satisfy our
curiosity about the effect of a discontinuity in an otherwise homo-
geneous stimulation. For in this case the production of the surface
was due not to the discontinuity but to the microstructure of the
enclosing stimulation. We still need to know the minimum dis-
continuity that would destroy the primary effect of fog-filled space.

Conditions Specified: The Field Appears as a Plane. Since this
question has not yet been answered, we must limit our original
problem. We shall consider those cases in which the surrounding
field appears as a plane surface, whether because of microstructure
or because of general field articulation, and we shall centre our in-
terest on the effects produced within this plane surface by the en-
closed discontinuity. Therefore we modify our postulate of a home-
geneous zozal field so as to mean a homogeneous field that is rela-
tively large and which contains somewhere within its boundaries a
homogeneous discontinuity. In practice we shall use plane sur-
faces with spots upon them as distant stimuli. Let us look at
any such spot, produced, for instance, by splashing ink on a white
piece of paper. We see the ink blot: no problem seems to be con-
tained in this simple case. There is the ink blot and we see it. But
we have learned that the answer to our first question, why things
look as they do, is wrong. There is a very real problem here which
is only concealed by the fact of the universality of such experiences.
And the appearance of the ink blot in our new example is as much
of a problem as the appearance of the fog-filled space under con-
ditions of perfectly homogeneous stimulation. To see an ink biot
is the result of an organization just as the fog-filled space was.
Of course it is a different kind of organization, and we must first
describe some of its aspects.

The Two Problems Involved in This Case. (1) Unit Formation.
In the first place, then, our blot is seen as a unit, segregated from the
rest of the field, and in the second place it has a skape. Both descrip-
tions have their theoretical implications. Why is the blot a unit; how
does it become segregated from its surroundings? The answer seems
obvious: because it is differently coloured. Certainly this is the
right answer if one gives the right meaning to the word “because.”
For in and of itself, difference of coloration is not the same as unit
formation.
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First Law or Unrr Formarion anp SecrecatioN, If we ascribe se-
gregation and unification of parts of the field to the fact that each
part is in itself homogeneously coloured and differently coloured
from its environment, we imply a general law of unit formation
and segregation, viz., if the proximal stimulation is such that it
consists of several areas of different homogeneous stimulation, then
the areas which receive the same stimulation will organize unitary
field parts segregated from the others by the difference between
the stimulations. In other words the equality of stimulation produces
forces of cohesion, inequality of stimulation forces of segregation,
provided that the inequality entails an abrupt change. These are
truly dynamic propositions, and our explanation of the unification
and segregation of the blot is no longer banal if interpreted in this
way. .

Tue Forces or UniricaTioN aND SEGREGATION. The critical reader
will be inclined to ask for some substantiation of our dynamical
proposition. He will argue that it follows directly from the funda-
mental premises of our theory, but that he wants to know facts
on which it is based. Let us satisfy our critic. We claimed no pecu-
liarity for psychophysical organization which would not belong to
physical organizations, and therefore we shall point out that exactly
the same proposition holds in physics. Thus, to use one of Kohler’s
examples (1929, p. 138), if oil is poured into a liquid with which
it does not mix, the surface of the oil will remain sharply determined
in the violent interaction of molecules, and if the liquid has the
same density, then the oil will form a sphere swimming in the
other liquid. But, the critic will say, there are liquids with which
oil does mix, therefore not any kind of difference will produce such
forces of segregation in physics. Have you got anything similar
in psychophysical organization? We have, and this fact proves more
than anything else that unification and segregation are really dy-
namic events produced by forces and not mere geometrical patterns.

LIEBMANN EFFECT. | refer to an effect discovered and investigated
by S. Liebmann. A coloured figure (coloured now in the ordinary
sense), say a blue one, on a neutral ground, begins to lose sharp-
ness and definition, and simplifies its shape, if it be intricate, when
its luminosity approaches that of the ground on which it lies. When
the two luminosities are equal the shape is completely lost; a vague
and vacillating blotch is seen, and even that may disappear com-
pletely for short periods of time. Therefore difference of stimu-
lation between an enclosing and an enclosed area, if it is a mere
colour difference, has, to say the least, much less power to produce
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a segregation of these two areas in the psychophysical field than a
very small difference in luminosity. Thus two greys which look very
similar will give a perfectly stable organization if one is used for
the figure and the other for the ground, whereas a deeply saturated
blue and a grey of the same luminosity which look very different
indeed will produce practically no such organization. This proves
that difference of stimulation is not in itself equivalent to segrega-
tion of area; the latter, far from being a mere geometrical projection
of a retinal distribution, is a dynamic effect which occurs with some
stimulus differences more than with others and may fail to appear
at all with very large stimulus differences when these are not of the
kind to produce the forces necessary for organization.

HARD AND SOFT coLoURs. The physiological processes produced by
two surfaces of different luminosity can then be compared to two
liquids that do not mix, and two surfaces of equal luminosity but
different colour to two liquids that do mix. This discovery by Lieb-
mann has been amplified in an investigation carried out by M. R.
Harrower and myself. We found that not all colours are alike in
this respect, but that a colour will mix the better with an equi-
luminous grey, the shorter the wave-length of the light which pro-
duces it. Thus red is the colour which segregates best and blue
the one that segregates least. We have therefore introduced the dis-
tinction between hard and soft colours, red and yellow belonging to
the former, blue and green to the latter. We also made a quantitative
comparison between the capacity of organization possessed by colour
and brightness differences (I, pp. 159£.). The observer sat in front
of two revolving grey disks of the same luminosity. In each of these
disks a ring could be produced by mixing either colour or a grey
of a different brightness with the grey of the ground. On the one
the ring contained a given amount of colour, say 20° of blue, of a
highly saturated blue paper. This gave the appearance of a faint
ring. On the other disk the ring was made either lighter or darker
by the introduction of a lighter or darker grey paper, and the ob-
server had to decide how much of this lighter or darker grey was
necessary to produce a ring equally clear and marked as the col-
oured one on the other disk. In the example indicated the amount
of the lighter grey needed in the neutral ring was such as to add
only one degree of white to the rest of the disk.

Talbot's Law. A few words to explain the procedure. According to
Talbot’s law a spinning colour wheel composed of different sectors, if it
rotates fast enough so as to fuse completely, looks like a non-rotating
colour wheel on which the qualities of the different sectors are spread
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uniformly in amounts proportional to their respective sectors. Otherwise
expressed, a rotating disk of several sectors is equivalent to a stationary
one whose quality is the average of the qualities contained in the
sectors of the different luminosities /, and /,. Then if a is the angle of
the sector with the grey /,, and B the angle of the sector of the quality
l,, B = 360 —a, the rotating disk is equivalent to a stationary disk with
oy, + Bl, ol + (360 —a)l,

360 360
we can calculate the luminosity of the ring if we know the luminosities
of the disk and the grey paper introduced into the ring. We express
the luminosities with regard to the luminosity of white. Calling the
luminosity of 1° of white unity, a whole white disk has the luminosity

6o.
3 In the example I have just mentioned, the grey, equiluminous with
blue, had the value 47 white. The grey ring, equal in clearness to a ring of
20° blue and 340° of this grey, had the luminosity 48, i.., it was only
about 2.1% lighter than the rest, whereas the coloured sector in the
other ring was 5.2% of the whole ring.

In another experiment, where green, less saturated and lighter than
our blue, was used, the figures are: the neutral ring, equally clear as a
ring of 8.3% of green (30°), was about 3% lighter than the rest of
the disk. The Liebmann effect, i.e., the blurring of the ring, is not as
marked under these conditions as I have described it above. There are at
the boundaries other slight inhomogeneities which produce a better
organization than the mere colour difference would be capable of
bringing about.

. From this formula

the luminosity / =

DEPENDENCY OF LIEBMANN EFFECT UPON INTENSITY OF STIMULATION.
Another general result of our experiments is relevant in this con-
nection. The set-up was quite different from the one described
last. An irregular coloured figure was seen in a uniform neutral sur-
rounding, the intensities of the figure and surrounding being varied
independently. Under these conditions we found the Liebmann ef-
fect stronger under low than under high illumination or, otherwise
expressed, the greater the intensity of the illumination, the greater
the unifying and segregating forces. Furthermore it was found that
white is a harder colour than black even when it reflects the same
amount of light into the observer’s eyes, a result previously obtained
in experiments carried out by Dr. Mintz and myself (see Chapter
VI). Consequently a saturated red figure on a highly illuminated
white ground would show practically no Liebmann effect at all;
the figure would lose none, or only the faintest trace, of its articu-
lation at the “coincidence point”; that is the point at which figure
and surrounding are of the same luminosity (Koffka-Harrower II).
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Now the result that intensity of stimulation increases the forces
of organization may possibly modify our conclusions based on Metz-
ger’s experiments. Although without a doubt in his experiments the
effect of greater intensity was largely due to the éffectiveness of the
microstructure, we have to consider the possibility that it has a
direct result as well, so that possibly a very bright and totally homo-
geneous field would look less foggy than a less bright one. Further-
more, these results explain why, for Gelb’s two patients, the thick-
ness of colour in front of a surface varied inversely with the white-
ness of the surface.

(2) The Problem of Shape. After having proved that unit for-

mation and segregation is a dynamical process which presupposes
forces produced by discontinuities in the proxi-
mal stimulation, we must turn to the second
aspect of our problem. Our blot has a shape.
Although it is perfectly true that the shape is
produced by the same process which is respon-
sible for segregating the unit, it would be wrong
to suppose that for this reason no more need
be said about shape. A simple demonstration Fig. 9
will show that shape introduces a new problem.
Look at the accompanying Fig. g, taken from Buhler (1913). It can
appear in three different shapes, two bi-, one tri-dimensional. It
may look (a) like a sort of square with curved sides, or (b) tri-
dimensional like a sail blown up by the wind, or (c) when the
main axis of symmetry is diagonal from the right bottom to the
left top corner, like a kind of kite. In all three cases unification and
segregation occur along the same boundary lines; consequently uni-
fication and segregation per se does not explain shape.

ReaLrTy or Suare Provep. And yet, shape is no less real than the
unit itself. In the preceding section we have proved the reality of
the unit; accordingly we shall now prove the reality of shape. We
shall do this by showing that shape has functional effects, indirect
and direct ones. We owe the first proofs to an experiment by L.
Hartmann, who investigated the influence of shape on the critical
fusion frequency. We have already briefly referred to the fact that
a periodic stimulation, if the period is short enough, has the same
result as a continuous stimulation, the relation between the two
being regulated by Talbot’s law. This law was originally proved
for colour wheels, but it holds, of course, also in the case when
a light figure is projected on a wall and an episcotister rotates in
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front of the lantern’s objective. An episcotister may be either a
disk with holes in it, or an ordinary colour wheel from which one
or more sectors are completely missing, so that the light can pass
unobstructed to the screen when the opening of the colour wheel
passes in front of the lantern. Objectively this produces an alterna-
tion between light and dark on the screen, the proportion of the
light and dark periods being determined by the size of the open
sector or sectors. But if the episcotister rotates fast enough, no such
alternation, not even the trace of a flicker, is visible; fusion has been
attained, and the lowest velocity which produces fusion is the critical
fusion velocity, or, if we count the number of different exposures
per unit of time, we establish the critical fusion frequency. The ex-
periment to be described presently can indeed be made with such
an apparatus. Hartmann’s procedure, however, was different, yield-
ing greater quantitative differences. Instead of a periodic succession
of exposures interrupted by periodic intervals of darkness he used
two exposures only; before the first and after the second exposure
the whole field was totally dark, and between the two exposures
there was a dark interval. He used a Schumann tachistoscope—a
wheel with a wide rim rotating in front of a telescope. The rim has
two slits, variable in size and at variable distance from each other.
When these slits pass in front of the telescope, the observer sees
an object exposed behind the wheel, and the time of the exposure
is determined by the length of the slit and the velocity of rotation.
If, then, two slits with a black interval pass between the telescope
and a light figure, the experience of the observer will depend upon
the velocity of the rotation. Without going into detail I mention
only the two extreme cases: with very low velocities the observer
sees the figure twice and in between an interval of darkness; with
sufficiently high speed, however, the observer sees one figure only
without the slightest flicker. It is easy to determine the lowest ve-
locity at which this effect occurs, viz., the critical fusion velocity.
Among many other figures Hartmann exposed also our Fig. g and
instructed his observers to see it either in shape (a) square, or shape
(c) kite. The result is summarized in Table 4, the figures giving
the duration of one whole rotation of the wheel and of one whole
period, the two exposures plus the interval between them, at which
one complete fusion occurred, in ¢ = ¥ 900 sec.
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TABLE 4
(from Hartmann)

period of rotation  period of total exposure

“square” 1190 116
“kite” 1080 105

I shall add the figures for another pattern used by Hartmann. Fig.
10 can be seen either as a square with a heavy diagonal line or as

N

Fig. 10

(In the original experiment the parts printed here in black were white and vice
versa.)

two triangles. The critical fusion periods of this pattern are given
in the next table, which is in all respects similar to the preceding
one.

TABLE 5

(from Hartmann)

period of rotation  period of total exposure

“square” 1260 123
“2 triangles” 1170 114

In the first pattern the difference between the critical fusion periods
is a little more than 109, of the total period, in the second, a little
less. And in each case the higher figure corresponds to the phe-
nomenally simpler pattern, a point to be remembered. That these
values reveal significant differences was also proved qualitatively.
If the critical velocity had been reached for the simpler of the two
possible figures so that it was seen without flicker, and the observers
were then asked to change over to the other less simple one, this
shape flickered invariably, until the period was further reduced by
increasing the velocity of the rotating wheel. The second figure
yielded still another qualitative observation, in that before fusion
was reached the black strip looked different if it was a part of the
square or the “dead space” between the two triangles. Objectively
this particular part of the field was black all the time; the passing
of the slits made not the slightest difference. Therefore, in and by
itself, it should show no flicker at all. But this was true only when
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it appeared as the space between the two triangles, whereas it par-
ticipated in the flicker of the whole figure when this was seen as a
square, proving again the reality of the actually perceived units.

In the first example, the Bithler figure, the two patterns differ
from each other in shape only, in the second, in shape and unifica-
tion. Thus the first table proves the reality of shape, and the second
the reality of shape and unification compounded.

But Hartmann discovered also a more direct effect of shape than
the one previously described. Under his conditions of double ex-
posure and with a somewhat more elaborate technique he found
that the brightness at which figures fuse perfectly depends upon
their shape, less articulated figures appearing darker than more
articulated ones.

Tue Suare-civine Forces. What does it mean to have proved the
reality of shape or form? We have shown that the critical fusion
frequency is not an affair that concerns each nerve fibre separately
but pertains to a whole segregated unit, and that with a given unit
it still depends upon the shape of this unit. Both results prove that
fusion depends upon the dynamic aspects of the fusing part of the
field, upon the forces which keep it together and separate it from
the rest of the field and upon the forces which give it its shape. The
figures which we produced by intermittent stimulation correspond
to physiological areas under stress, and the distribution of these
stresses is a factor that determines the ease with which fusion occurs.
What, then, is the relation between unit formation and shape? Let
us return to the example from physics which we selected in our
discussion of segregation. We saw that oil, immersed in a liquid with
which it will not mix, will separate itself from it by the forces within
and between the surfaces of the two media, and that the same sur-
face forces will also give shape to the oil, under specially simple
conditions, the shape of a sphere. The forces which segregate the oil
from the other liquid are at the same time forces which hold the
oil particles together, and these forces are not in equilibrium until
the final shape is reached; before, there are pulls along the surface
and in the interior which change the shape of the oil until it is in
equilibrium with the surrounding fluid. If we apply this to our
problem of perceived form we must conclude that the shape of our
ink blot or of any other figure is the result of forces which do not
only segregate the figure from the rest of the field but hold it in
equilibrium with the field. There are then forces within the figures
and along their contours, a conclusion which we had drawn di-
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rectly from our experiments. However, this point is fundamental; in
the last section of our second chapter we formulated the task of
psychology and indicated the steps which we would take in order
to develop a system of psychology. The point which concerns us
now is the first part of the first step, the discovery of the forces
which organize our environmental field into separate objects.

ExeerimenTAL DEmoNsTRATION OF THESE Forces. We have al-
ready discovered some of these forces, and we shall now add some
experimental ‘evidence to prove that the organized objects or units
are really dynamically different from the rest of the field, that each
such unit has its specific distribution of forces. Our first examples
are taken from the field of so-called contrast. It is well known that
a small grey field looks whiter when it is surrounded by a black than
by a white field. This in itself would be a proof of our proposition, if
it were proved that the black and white fields, as #nits and not as
mere sums of “black-white events,” were responsible for the effect.
For in that case the different appearances of the grey field in the
two different environments would prove that the larger, black and
white, fields exerted forces on the inlying grey fields so as to change
their whiteness. However, according to the traditionally accepted
contrast theories, which all have their origin in Hering’s theory, the
contrast effect has nothing to do with unity or shape of the fields
but merely with the amount and proximity of the brightnesses out-
side the inlying field.

TRADITIONAL CONTRAST THEORY. According to this theory a white
process induces black process in its whole surrounding, the strength
of the influence decreasing according to an unknown function with
distance. In the more modern form of this theory there is, except
under special conditions, no similar influence exerted by black, since
there is no local stimulation which produces black. If, therefore, a
grey inlying field appears whiter when it is surrounded by a black
field than when it lies within a field of its own brightness, this is
not explained as the result of a whitening effect of the black environ-
ment, but by a darkening effect of the “equivalent” grey one, the
term “equivalent” meaning “of equal whiteness.” According to this
view two equal excitations .will weaken each other, each inducing
black process in its neighbour and thereby decreasing the intensity
of the white process produced by the incoming light. The fact that
small grey patches on any background look lighter than large ones
is explained by this principle which is called “Binnen-Kontrast” in
German, which can be translated as “internal contrast.” Even if
our grey field were surrounded by a darker grey field it would still
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be darkened by it, since the white process, which is still aroused in
the surrounding field by the incidence of light, produces contrast,
i.e, black process in the inlying field.

It is characteristic of this theory that contrast is a summative and
an absolute affair; it depends upon the mere amount and geometrical
distribution of the excitations and upon their absolute intensity, unit
formation and shape being excluded as effective factors as well as
the relation of the stimulations of the two fields.

We shall later show the falsity of the second aspect of this theory,
its character of absoluteness. At the moment we must prove that its
summative aspect is wrong; for that disproof contains the proof of
the forces operative within a unified and shaped field part.

Before doing so I must remind the reader that besides mere
brightness contrast there exists also a colour contrast in the strict
sense. A small grey field within a large red one looks green or
greenish, within a green, red or reddish, etc. I also want to add
that I am using the term contrast merely as a description of the
facts reported and in no way as an explanation. Therefore the
reader should not, in following my argument, connect any theory
with the term contrast, but judge the argument for what it is worth
as a conclusion from facts.

EXPERIMENTAL EVIDENCE AGAINST THIS THEORY. The first experiment
is quite old. Wertheimer told me of it at the beginning of the war
and I published it in 1915 (p.
40). Benussi had discovered the
effect at about the same time
(1916, p. 61 1n.), and in his pub-
lication he pointed out that
similar experiments had been
made long ago in Wundt’s lab-
oratory by Meyer, who, how-
ever, drew very different con-
‘ clusions from them. The form
cemew green in which it is represented in Fig.
o 11 is a combination of Wert-
++4+ € heimer’s and Benussi’s patterns.

Fig. 11 On a ground half red, half

green, lies a grey ring. Looked

at naively, it will appear more or less homogeneously grey. Now di-
vide the circular ring into two semicircular ones by laying a narrow
strip of paper or a needle on top of the boundary between the red
and the green fields. At once the semicircular ring on the red field

— - - o - - .
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will look distinctly greenish, that on the green field, distinctly red-
dish. We may express the result of this experiment thus: a unified
figure will look uniform under conditions where two segregated
figures produced by the same stimuli will look different from each
other. What is the theoretical relevance of this experiment? On the
stimulus side we have three uniform areas in definite geometrical
relationships: a red, a green and a grey, so arranged that the one
half of the grey interrupts the red, the other the green. From what
we know, we should expect to see three units, a red, a green, and
a grey one, an expectation that is fulfilled in the first part of the
experiment. We then introduce a new inhomogeneity which di-
vides our ring into two half-rings. And now something new hap-
pens; the hitherto ineffective circumstance that the two halves lie
within different surroundings, interrupt different homogeneities,
changes their own quality; in other words the leap of stimulation
between the ring parts and their environment now becomes effec-
tive. These leaps of stimulation have existed in the first part of the
experiment as well, therefore the forces which in the second part
give to the two half-rings a different colour must have existed all
the time. If, then, the whole ring looked grey, this can only be due
to the fact that the forces of cohesion which hold the ring together
are so strong as totally or partially to resist the influences of the
other forces which would make the ring inhomogeneous. This leads
us to a new principle of organization which is the conversion of
one of our old ones: a strongly unified part of the field will look as
uniform as is possible, i.e, as much as the prevailing conditions
allow. For this proposition there is abundant proof. (Fuchs, 1923,
Koffka, 1923, Tudor-Hart, G. M. Heider.)

To return to our experiment: still differently expressed, we pro-
duce two kinds of forces, such as will make the ring uniform and
such as will make it look different in its two parts. When the ring
is seen as one, the first forces are stronger, and only when they have
been weakened, the other forces will gain supremacy, effect a change
of colour and with it a change of shape; two figures are seen instead
of one. A slight modification will bring out the role of shape in
this process of organization. A ring is a perfectly balanced figure
with no articulation within it. It is plausible to assume that it is
this property which makes the forces of cohesion so strong that the
forces of articulation remain without effect. If this is the true ex-
planation, then our experiment should yield a different result if we
substituted for the ring a figure which has two clear subdivisions
like an eight. If this new figure is so placed on our red and green
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field that the boundary line of the two colours divides the figure
symmetrically then before the dividing line is introduced these two
parts should look more different from each other than the two
parts of the ring. And this is the case. Indeed, one might derive a
method of measuring the forces of cohesion belonging to a given
shape from such experiments.

That the shape of the inlying field determines the amount of con-
trast colour it takes on from a surrounding field was also shown
in certain experiments of G. M. Heider’s (p. 52). On three large
blue fields of equal size she introduced one small grey figure, a
circle on one, a ring on the second, and 12 very small circles ar-
ranged on the circumference of a larger circle on the third. The
dimensions of the figures were such that the total amount of grey
was the same on all three blue fields. Now according to the summa-
tive theory these three figures should have looked yellowish to a
different degree, the last one most and the first least, because in the
last, the grey parts were in closest contact with the blue, each little
circle being entirely surrounded by it, while in the first figure, a
relatively large mass of grey is relatively far removed from the
blue. The facts belie this expectation, the first figure, the full circle,
looking most, the last figure least, yellow. It is the figure with the
greatest cohesion that becomes most coloured, a new indication of
the close relation between the degree of organization and colora-
tion.

Of course there is no contradiction contained in the fact that
in the Wertheimer-Benussi experiment the most cohesive figure was
the least coloured, while here it is the most coloured, for in that
experiment the uniformity which was enforced by the great cohe-
siveness had to be a neutral uniformity, while in Mrs. Heider’s ex-
periment, no such connection between uniformity and neutrality
exists.

Another experiment, extremely ingenious, devised by Wertheimer
and carried out by Benary, later repeated with modifications by
W. H. Mikesell and M. Bentley and by J. G. Jenkins, reveals the
forces of organization in a new way.* They show that the forces
within a (behavioural) figure are different from those outside its
boundary. In the two Figs. 12 4 and &, a small grey triangle, identical
in both patterns, lies either on a large black triangle (4) or outside

4 'The two later investigations fully confirm the results of Benary and his theory,
although the authors of the first of them hold a different opinion. The relation in

which these two papers stand to Benary’s has been very ably summarized and dis-
cussed by W. Metzger (1931).
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in a niche between the arms of a black cross (4). Both small tri-
angles border on black and white. Actually the little triangle has
more white in its neighbourhood in @ than in 4, a being produced
out of & by parts of the black being cut away, 4s indicated in c.
Therefore, according to the Hering theory of contrast, the little
triangle should look darker in @ than in b, whereas in reality it
looks darker in & than in a. The reason is obvious. Phenomenally
the triangle lies on the black in 2 and on the white in 4, but this
matter of belonging either to the black or the white is entirely a
matter of organization, and not of the geometrical distribution of
the proximal stimuli. For again, in each of our two patterns, the

a b
Fig. 12

proximal stimulation corresponding to it consists of three homo-
geneous areas all different from each other; that each of these homo-
geneous areas produces a special unit in the behavioural space we
know already to be a result of organization. A fortiori the mutual
relations of these units are products of the organizing processes.
Therefore to lie on a particular field-part means to be subject to the
forces which hold this field-part together as a unity and to be more
or less shielded against forces from the outlying field. It would be
wrong to assume that this isolation is complete. Benary’s original
experiments and the contributions of the later experimenters prove
that these forces are also operative, but the result, as formulated in
the preceding sentences, has been confirmed with a great variety of
different patterns by Benary and the American investigators.

This experiment proves not only the reality of the forces of uni-
fication and segregation, but also the reality of shape. For what is
it that makes the little triangle lie inside the larger figure in one
case and outside in the other? The answer is: because in (4) the
total large triangle, of which the small triangle is a part, is a well-
balanced good form; the form of the black part alone is much less
satisfactory. And conversely, in (%) the cross without the little
triangle has by far the better shape than the figure which includes
the small figure. Otherwise expressed: organization depends upon
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the resulting form. Of several geometrically possible organizations
that one will actually occur which possesses the best, the most stable
shape. This is, of course, nothing but our law of prignanz.

OTHER DIRECT EFFECTS OF SHAPE. Thus we have established a first
direct effect of shape. We shall now adduce more experimental evi-
dence for this direct effect manifest in the process of organization
itself. In the Wertheimer-Benary experiment the effect occurred
under somewhat more complex conditions than those from which
we started; instead of having two homogeneous fields with a leap
of quality between them, there are three such fields in this experi-
ment. To return to the simpler case we shall revert to our example
of the oil which assumes the shape of a sphere within a liquid of
equal specific density with which it does not mix. Let us ask the
following question: If a spherical distribution of a certain kind of
material within a different material is the most stable, why do we
not see a sphere or at least a circle whenever there appears a spot
of any shape in a homogeneous field? (We can exclude the sphere
because we are assuming that in our experiments the conditions are
such as to concentrate all colour processes in one plane.) But why
do we not see a circle? The answer is very simple, and yet it will
lead us to a new proof of the reality of form. The drop of oil be-
comes a sphere when, owing to the constitution of the surrounding
liquid, there are no forces which prevent it from yielding to the
forces on its own surface and in its own interior. As far as the sur-
rounding liquid is concerned, any shape would be as good as any
other. When, however, we stimulate our eyes by an irregular black
spot on a white surface, the conditions set up on the retina which
start the whole process and keep it going do exert just such an in-
fluence on the shape of the resulting distribution of process as
was absent in the case of our oil sphere. For the stimulation deter-
mines not only the amount of black which is produced within the
white—if it did only that, we should indeed expect to see a circle
whatever the shape of the spot—but also very definite spatial rela-
tions of the ensuing distribution. The dynamic form of the process
distribution depends upon a geometrical form of stimulus distribu-
tion.

TWO KINDS OF ORGANIZING FORCES, EXTERNAL AND INTERNAL ONES.
In our psychophysical case, then, we have two kinds of forces, those
which exist within the process in distribution itself and which will
tend to impress on this distribution the simplest possible shape, and
those between this distribution and the stimulus pattern, which con-
strain this stress towards simplification. We shall call the latter ex-
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ternal, the former, internal forces of organization, external and in-
ternal referring to that part of the whole process which corresponds
to our perceived form.

If this hypothesis is true we should expect very stable organizations
whenever the two kinds of forces act in the same direction, if, e.g.,
our spot has circular shape. Conversely, if the forces are in strong
conflict, the resulting organization should be less stable. Can we
verify these conclusions?

EXPERIMENTS BASED ON THIS DISTINCTION. The general principle of
such verification is easy to discern. We must expose irregular figures
which would produce the conflicting forces just described and
watch the result. In our choice of figures and general experimental
condition we can pursue two aims, either to make the forces which
prevent a stable organization very small or to make them very
great. In the first case we would expect the internal forces of organ-
ization to be strong enough to overcome these external forces, in
the second case we should expect unstable end-products, that is,
perceived figures which change while we look at them, or which
are not clearly structured over their entire extent. Experimental pro-
cedure has chosen the first modes of procedure, and chance ob-
servations have been made when the same special conditions were
fulfilled. We shall discuss these results presently.

External Forces Strong. But at first we shall stick as closely as
possible to the case of stimulation with which we started, viz., one
spot in a larger homogeneous field which can be looked at without
time limits. In this case the forces issuing from the retina are par-
ticularly strong. If, then, we bring them into strong conflict with
the internal forces of organization, what will happen? We expose
for our purpose a blotch with as irregular an outline as we can pro-
duce. The result is somewhat disappointing. Unless our spot is very
large it will look clear and stable enough with all its irregularities.
What conclusions can we draw from this result? In the first place it
proves the strength of the determining forces, which prevent a large
dislocation in the interest of a better organization. Without any
other evidence we should even apparently be justified to suppose
that these retinal forces were the only operative ones, that our per-
cept were nothing but a geometrical projection of the retinal
stimulus pattern. But even without further knowledge, such an
assumption would not be quite in harmony wiltlfl observation. For
when we see such an irregular patch, we do not see its whole
geometrical shape in the same way. We see first of all a general
form, more or less symmetrical in outline, and then dents and



140 THE ENVIRONMENTAL FIELD

protuberances which interfere with or modify this general outline;

a distinction which is nowise contained in the geometrical pattern

as such, but is the effect of those very organizing forces which we

set out to find. However, I admit that this evidence alone would

scarcely be sufficient to prove our point. Let us analyze our result

a bit further to see whether we cannot discover why any more

noticeable effect of the internal forces of organization failed to

appear. We accepted it as proven that the external organizing forces

excluded any great dislocation of parts. Let us assume, then, that

smaller ones are possible. Now in many totally irregular patterns,

small dislocations of parts would not make them any more regular,

and therefore there is no reason why under these conditions they

should occur. But this argument guides us to

a new experiment: make our objective patterns

such that small dislocations would make the

figure more regular. When you look uncrit-

ically at Fig. 13 so as to see it as a whole, you

will see a figure which is not quite a circle but

very nearly so. In reality it is a polygon with

12 corners, and not an entirely regular one,

Fig. 13 since only four of the central angles are exactly

30°, the others all slightly less or more. Here

slight dislocations of parts in the right direction will produce a

much more regular organization, and here indeed these dislocations
occur; you see a regular figure.

Another way of demonstrating the same effect would be to make
our spot very nearly, but not quite, a square so that, let us say, the
two lower angles are of 89° only, the two upper of g1°. Such a figure
will look like a square as long as one does not scrutinize it very
carefully.

Demonstrations of the effectiveness of the internal organizing
forces like the last one occur at practically every moment of our
lives. We are surrounded by rectangular things which look to us
rectangular. Even when we disregard the fact of perspective dis-
tortion, each one of these cases is a point in hand: for what real
rectangle is a mathematically exact rectangle? The deviations will,
as a rule, be considerably smaller than in our last figure, but they
are there, and yet we see perfect rectangles. Now it will be objected
to this argument that in the cases of everyday life the differences
between the angles are so small as to be subliminal. But what does
this objection prove? That two angles, say one of go° and one of
90.5°%, are subliminally different means that they will look alike, but
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it does in no way imply that they must both look like right angles,
as they actually do; as far as the facts of threshold go, they might
both look just the tiniest bit obtuse. Therefore the objection is no
objection at all, and the fact that we see rectangles everywhere is
due to the fact that the true rectangle is a better organized figure
than the slightly inaccurate one would be, and that only a very slight
dislocation is necessary to change the latter into the former.

But we can demonstrate the internal forces of organization under
conditions of strong external forces in still another manner. Instead
of producing actual distortions these forces may be made to produce
completions and in that way interfere with the external forces.
Fig. 14 may be seen as a very irregular form but also as two identical
and symmetrical forms, one partly upon the other.
In the second case, lines appear indicated in the
seen form to which no changes of stimulation
correspond. Therefore the unifying forces which
are produced by the homogeneous stimulation of
the whole dark area are overcome by segregating
forces which arise from the unification of well-
shaped figures, each one of the two figures being Fig. 14
of a better shape than the one irregular figure with
homogeneous colouring. It is easy to shift the relative position of
the two figures so as to make it practically impossible to see them
as two, and that happens when the one figure is simpler than in
our pattern or when the protruding part of one of them is not a
characteristic part of a part-figure.

External Forces Weak. And now let us turn to the evidence which
has been accumulated in experiments in which the external organ-
izing forces were reduced in strength. A number of different meth-
ods were used for this purpose, (1) short time of exposure, (2) low
intensity, (3) small size, (4) after-images. The result has been the
same throughout: simple, well-balanced figures are perceived when
irregular figures are actually exposed. A few words about each of
these methods. Lindemann exposed figures for 20 o several times in
succession and asked his subjects after each exposure to make a draw-
ing of what they had seen. Fig. 15 shows a series of such drawings,
the last being the one actually exposed, the others successive repro-
ductions. The two next, Figs. 16 and 17, are taken from an article by
Granit (1921), who used a method similar to Lindemann’s except
that he did not ask for consecutive drawings. The first of them
shows the original and a drawing made by an 11-year-old child.
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The second requires a word of comment. Here the original is not a
single figure produced by a single inhomogeneity, a spot, but by a
pattern of dashes. Although we shall discuss the process of organiza-
tion occurring under these conditions a little later, we include this

DO OO Q5

and similar examples from other investigators in the present dis-
cussion because, from the point of simplification of form, these
examples are identical with the others. Our figure represents the

original and two reproductions by two different adults.
The simplification is as clear in Granit’s as in Lindemann’s cases.
Lindemann employed still another method in order to prove the
greater stability of simple forms

under conditions of short expo-

sure, by exposing a circle and

an ellipse in such a way that

parts of these figures were ex-
a

posed for different time inter-

A vals. Under these conditions

Fig. 16 the ellipse was deformed, as-

suming, for instance, the shape

of an acorn, while the circle was either not affected at all, or, when

the difference in exposure times was too great, disintegrated into

two parts.

Lastly we recall Hartmann’s experiment described above in which

a figure was given two exposures separated by a short interval and

the total exposure time measured which just made the figure appear

unitary and without flicker. It was found that a stimulus pattern

which could be perceived in twe different shapes fused more readily

when the perceived shape was the simpler of the two possible ones.

In the light of our present knowledge and in conformity with our

previous conclusions we can interpret this by saying that the in-

ternal stresses in the simpler figure were smaller than in the less

simple one, and that this reduced internal stress facilitates the fusion
of two processes into one process.

An experiment in reduced intensity was made as early as 1900
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by Hempstead in Titchener’s laboratory: the figures were projected
on a moderately illuminated screen, and an episcotister with a
variable opening rotated between the lantern and the screen. By
gradually increasing the opening of the episcotister” the figures were
made more and more clear. With the smallest opening no figure at
all was seen; when it began first to appear, it was strongly deformed
compared with the stimulus pattern, being simpler, more sym-
metrical, with rounded instead of pointed corners, gaps closed, and
even lines which were demanded by the

general shape but absent in the stimulus / /

filled in. Wohlfahrt, who worked with / ! | / \ |
figures which were at first reduced in { \/ \ / \\
size_almost to invisibility and then 7 / /6 l ¢
gradually made larger, found quite .

similar results; he stresses the phe- Fig. 17

nomenal instability which appeared as

a direct observable property of the figures; they appeared charged
with internal forces which ever and anon would lead to actual jerks
and jumps within them.

All these experiments amply confirm our expectations. With weak
external organizing forces the internal ones are strong enough to
produce considerable dislocations which lead to more stable shapes.
These same forces can even produce new material processes if
thereby the figures become more stable; new lines may be added,
a phenomenon which we shall study with some detail a little later.

We turn now to the after-image experiments. The after-image
occurs when the stimulus is removed, and, in the simplest case, a
homogeneous surface is substituted for it. It must be explained by
forces which arise from the effects of the originally occurring
processes in the nervous system. One might think of reversible
chemical processes, material having been decomposed, and the
products of this decomposition now recombining themselves to
form the original substance by a reverse process. At any rate, the
forces are entirely within the organism, their place is no longer im-
pressed by outside agencies, and therefore they are more free to re-
arrange themselves. An old observation described by Goethe, which
everyone can repeat, confirms this conclusion: the after-image of a
square will gradually lose its sharp corners and become more and
more circular.

Still more significant are experiments performed by H. Rothschild
because, in these experiments, the occurrence of an after-image itself
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depended upon the fact whether it made a good shape or not. In-
stead of using surface figures he used contour figures for his pat-
terns. If such contour figures were simple they produced very good
after-images; as a matter of fact, the after-images were improve-
ments on the original, inasmuch as all slight irregularities would
disappear. If, on the other hand, the lines formed no simple shape,
the after-image would either be a better shape or several of the
lines would not appear in the after-image at all. The first is proved
by an experiment with two parallel lines arranged as in Fig. 18.
If both lines appeared in the after-image, their displacement in re-
gard to each other was greatly reduced, so that they formed two

/
~

% ~
AN - A
Fig. 18 Fig. 19

sides of an incomplete rhomb. Frequently enough, however, the
two lines did not appear simultaneously, but alternated with each
other; and this brings us to the second possibility of which the next
figures are a still better example. While Fig. 192 gave a clear and
complete after-image, Fig. 194 did not. Here either only the line
that lay closest to the fixation point, marked in our figures by x,
appeared, or two lines came in alternation, and yet the four lines of
Fig. & are identical with four lines of Fig. a.

These experiments, then, prove the influence of shape, and thereby
the operation of the internal forces of organization on the total or-
ganization process.

External Forces Reduced to Zero. (1) Experiments on the Blind
Spot. The anatomical structure of our eye permits us to go even a
step further and to reduce the external forces to absolute zero. At a
distance of about 13° from the fovea on the nasal side lies the blind
spot, an area practically, if not entirely,’ insensitive to light. This
spot has a somewhat irregular shape, its horizontal extent is about
6°, its greatest vertical extent slightly more. The fact that even in
monocular vision no hole in our phenomenal space appears has
intrigued physiologists and psychologists for a long time, and many
experiments have been made to find out what exactly is seen in the

5For experiments which seem to prove that the blind spot is not absolutely
insensitive, see A. Stern, N. Feinberg, and H. Helson (1929).



THE PROBLEM OF SHAPE 145

region of the blind spot. The theoretical interpretation of the ex-
periments suffers frequently from the implicit assumption, a special
case of the constancy hypothesis, that what happens under a par-
ticular set of conditions must happen under all conditions. Without
this assumption it is not difficult to bring order into the great variety
of experimental data. For our purposes it is sufficient to recall one
experiment which goes back to Volkmann (1853) and Wittich
(1863). A cross is viewed in such a way that its centre falls into
the blind spot while the arms stretch well into the sensitive region
of the retina. Under these conditions the complete cross is seen, and
when the two arms are of different colour the centre appears in the
colour of either of the two arms, preferably in that of the hori-
zontal. A figure in which the blue vertical arm passes over the red
horizontal one is a good example, for the centre here appears red,
although it is objectively blue. If one turns the figure so that the
blue arm is horizontal, the centre will appear blue. The superiority
of the horizontal arm can be overcompensated if one makes the
vertical arm relatively longer.

What is the meaning of these results? The very first experiment
reveals that the area of the psychophysical process is larger than
that of the stimulated area. Therefore, what happens in this part of
the psychophysical field which is not affected by
direct stimulation, cannot depend upon external H
forces of organization at all but must be entirely
determined by the internal forces of organization — ]
obtaining between those field events which are
aroused by direct stimulation. Such field events, LI
then, as are symbolized in Fig. 20, where the blank
centre corresponds to the unexcited area of the
blind spot, are not in equilibrium, but, owing to
the fact that no external forces determine what is to happen in their
centre, they can and will produce a complete “cross-organization”
in which equilibrium is attained. If the two arms are of different
colour, then the horizontal arm will determine the colour of the
centre because this arm, falling in part on retinal areas which are
more central and therefore more functionally efficient, will be better
organized, look clearer, than the vertical one. Possibly there are other
reasons for the dominance of the horizontal; however that may be,
this dominance may be overcome by making the vertical more
impressive in other respects. The organization of the centre is, then,
dependent upon the forces of the parts outside; we have, in this
case, isolated the internal forces of organization.

Fig. 20
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(2) Experiments with Hemianopics. Experiments on the blind
spot have one drawback; its location is so peripheral that objects
seen in its neighbourhood are never very clearly structured. The
familiar inferiority of the periphery of the retina in comparison
with the centre is an inferiority of organization, combined, as any
other inferiority of organization, with inferior colour vision. There-
fore it would offer many advantages if we could perform similar
experiments at the centre of vision where no such lack of clarity
makes exact observation difficult. This possibility is supplied by cer-
tain pathological cases, mostly due to brain injuries, in which one
half of the field of vision becomes totally blind. Many such cases of
hemianopsia have been carefully investigated, but apparently it was
Poppelreuter (1917) who discovered first that such completions of
figures as had been observed in the blind spot could be demonstrated
more easily in the blind half of an hemianoptic field of vision. I shall
report here some experiments of Fuchs’s which corroborated Pop-
pelreuter’s findings, but gave them an interpretation which was
then (1921) entirely new, the interpretation which we have given
above for the effects in the blind spot. Experiments with hemian-
optics, if they are to reveal the effect, must be made with short ex-
posures, because otherwise the patients move their eyes and thereby
destroy the effect. With many, though not with all,* hemianoptic
patients, phenomena such as are brought to light by our blind spot
experiments appear. We choose a patient for whom on both eyes
the left side of the field of vision is invisible, that is, for whom a
test object is visible in no part of the space to the left of his line of
regard, and we expose to him, tachistoscopically, a full circle whose
centre he fixates. Then the patient reports that he has seen a full
circle. Since, however, only the right half of the real circle can have
anything to do with his perception of the circle, we may as well
remove the left half and the effect will remain the same. The same
experiment can be repeated with a few other figures, like square,
ellipse, star. Only with an eight-armed star, however, was it possible
to expose as little as one half; with other figures, more than one half
had to be exposed if the patient was to see the whole; thus of a
square three fourths and even more had to be shown.

Now these figures are both simple and familiar. Therefore, the
completion might be due either to their simplicity or to their
familiarity. Only if the first were true would these experiments

6 The reason why not all hemianoptics show completions of the type described
in the text cannot be given here.
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prove the influence of shape on organization; if familiarity were the
decisive factor, our explanation would, at least for these cases, have
40 be abandoned. Fuchs’s results, however, decide quite unam-
biguously in favour of the first alternative. Figuresless simple than
the ones mentioned first, however familiar by previous acquaint-
ance and however much practised in special experiments, were never
completed in the slightest. Letters, words, pictures of a dog, a face,
a butterfly, an inkwell, and similar ones were tried with the same
negative success. The patients recognized every one of these objects
but reported that they had not been complete.

Thus these experiments of Fuchs’s gave a perfect proof for spon-
taneous organization in simple shapes, a proof which at that time
was of enormous value to gestalt theory.

The Generality of Our Conclusions. A Word About Induction.
After having established unit formation and shape as dynamic as-
pects of organization we can now trace them in new conditions of
stimulation. Our present condition of two different homogeneous
areas, one enclosed by the other, is an experimental artifact, as much
almost as our first condition of entirely homogeneous stimulation.
And yet both artifacts have supplied us with very important insights
into the factors effective in organization. The question might here
be raised, how far the results obtained under these artificial condi-
tions can be generalized. We cannot here adequately discuss the uni-
versal problem of induction, the problem how we can ever be justi-
fied in asserting from the knowledge of a limited number of cases
propositions about all possible cases. But a few words with regard
to our own procedure will be in place. From the analysis of a small
number of cases we have concluded that at a boundary line between
two different stimulations forces of segregation and unit formation
arise. In our cases the boundary line divided two homogeneous
areas. Are we then justified in expressing our conclusion as we have
just done without any reference to this special condition? To decide
this question we must first clarify what the difference between the
general and the specified proposition is. It may seem as though they
were one and the same proposition, different only in their claim of
validity, the first general, the second particularized. But in reality
they are two different assertions. The first says: abrupt discontinuity
of stimulation produces segregating and unifying forces. If this is
true, it does not matter what the areas at either side of the discon-
tinuity are otherwise. The second, and modified, on the contrary,
says: homogeneous areas of different quality will at their boundary
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line produce such forces. And that means: the mere abrupt dis-
continuity of stimulation is no# the sufficient cause of these forces, as
the first proposition claims; it is discontinuity with something else
that is responsible for their arousal. The question, which originally
seemed to be merely a question of generality, has turned into a ques-
tion of truth. Either the first proposition is true and then it is gen-
eral, or it is not. Induction, i.e., the procedure of producing more
empirical evidence, does not, therefore, consist in increasing the
number of cases in which a certain proposition is true, but in decid-
ing whether an explanation of case & is true by examining case .
Again, in terms of our experiments: if discontinuities between in-
homogeneous areas do not produce the effects which we have found
in our experiments with homogeneous ones, then our original con-
clusion was wrong; if they do, it is right, and as such universal. It is
hardly necessary to say that the latter is true. An ink blot is by no
means a perfectly homogeneous area, and yet it has its unity and
shape because of the discontinuity at its boundary.

POINTS AND LINES AS STIMULL (I) POINTS

We shall then apply our principles to some other cases, finally to
such as abound in our normal experience. We begin by modifying
our last condition, one area of uniform stimulation enclosed in an-
other, without alteration of its character, by reducing the size of
the enclosed area, first in one, then in both, dimensions. The first
procedure leads us to lines, straight or curved, the second to mere
points. The last is that condition which older theories have taken
as the simplest case, as we have previously explained (see above, p.
110). It appears now as a special case, a case which would have been
a bad case to start from; for a seen point, though geometrically it
may be a very small circle or square, has phenomenally no shape at
all. It is just a point. Therefore, in using the point as our standard
case we should have overlooked the role of shape in perception, as
traditional psychology has done. In considering the point as a
special case of a more general condition, we do not only, however,
avoid this mistake, we also gain a new positive insight into the
processes of organization. Single points are unstable structures
which tend to disappear.

Attitudes. Moreover, frequently enough their appearance requires
definite attitudes on the part of the observer. One may look at a
white sheet of paper for a long time unaware of a point on it, and
only when one becomes suspicious and examines the paper care-
fully will one discover it. What does this mean? Without a critical
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attitude the inhomogeneity of stimulation corresponding to the
point was not sufficient to break the homogeneity of the well-defined
unit in the visual environment. It required a new factor, an attitude,
to bring the point into existence. Had the inhbmogeneity been
greater in size it would have enforced the appearance of a visible
object without a special attitude. Thus we learn two new facts. In
the first place, we find the field organization under certain circum-
stances dependent upon attitudes, ie., forces which have their
origin not in the surrounding field at all, but in the Ego of the
observer, a new indication that our task of investigating the sur-
rounding field alone is somewhat artificial, and that we shall under-
stand its organization completely only when we study the total field
which includes the Ego within its environment.

Why Points Are Unstable. In the second place we must raise the
question why single points are so unstable, why they may remain
invisible. Formulated in this way, the question can meet only
spurious answers, like those given by an older generation of psy-
chologists who would have explained this fact by the hypothesis of
the non-noticed sensations (see Chapter III). But the inadequacy of
this explanation is quite evident in our case. When we fail to see
the point, we see a homogeneous surface instead, i.e., if it is a black
point on a white surface we see white when we fail to notice the
point. This, the hypothesis of the non-noticed sensations fails to
explain, for 7ot to notice something black is not equivalent to notic-
ing something white. We said just now that our question was badly
formulated. Our last proposition gives us a clue as to how to
formulate it better. Instead of asking why we do noz see something,
viz., the point, we should ask why we see something else, viz., the
homogeneous surface, instead. We can fall back for our answer on
the Wertheimer-Benussi contrast experiment described above. There
we saw how a strongly unified whole resists forces which would
make it inhomogeneous as to colour (see pp. 134f.). In our pres-
ent case there exists a force to break the uniformity of the surface,
and if it does not accomplish this result, this failure must be due to
other and stronger forces, those which make the unified area also
uniform. These latter forces have their origin in the homogeneous
coloration of the entire unitary surface in which the point is the
only inhomogeneity. Around the point homogeneous processes occur
in close proximity, all over the rest of the surface in contiguity. As
we shall see very soon, proximity of equal processes produces the
same kind of forces as contiguity. Therefore the unifying forces
must be very strong in our case, and the single inhomogeneity will
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often not be strong enough to overcome them without an added
force.

One conclusion of our discussion is that to see a point is not a
primitive but a high grade achievement. Only in specially developed
systems will such a slight inhomogeneity be capable of producing
articulation; in others it will give rise to a simple homogeneous

field.
(2) LINEs

We turn now to the consideration of lines. Ordinary lines, whether
straight or curved, appear as lines and not as areas. They have shape,
but they lack the difference between an inside and an outside and
are in that respect another special case of our general one. Geomet-
rically, each straight line that we draw is a rectangle; psycholog-
ically, it is not. Shape, on the other hand, is a very important char-
acteristic of lines, an assertion which we shall prove by experimental
evidence a little later.

Closed Contour Figures. The consideration of lines, however, in-
troduces a new point of view. If a line forms a closed, or almost
closed, figure, we see no longer merely a line on a homogeneous
background, but a surface figure bounded by the line. This fact is
so familiar that unfortunately it has, to my knowledge, never been
made the subject of a special investigation. And yet it is a very
startling fact, once we strip it of its familiarity. Therefore, we want
a functional proof for our claim that a figure surrounded by contours
is an entity different from the field outside the contours, which in
all other respects produces the same stimulation. We possess meth-
ods by which a difference between a contour figure and its sur-
roundings could be established, but these methods have not been
applied to our problem. We might measure the threshold of a small
figure produced either inside or outside the contour of our original
figure, e.g,, by projecting such a figure on the contoured surface
and having an episcotister between the lantern and the surface, an
apparatus like that employed by Hempstead (see above, p. 143). If
then the little figure required a greater episcotister opening in order
to become visible inside than outside the contour, we should have
proved a greater cohesiveness of the enclosed area as compared with
its surroundings, which would make it more difficult to produce a
new figure on it. Unfortunately this experiment has never been
made, although from two similar experiments, one by Gelb and
Granit and the other by Granit, our assumed result seems pre-

dictable.
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The Dynamic Causes of Contour Figures. But our main problem
appears when we accept this difference as a real one. For we want
to know the causes which separate not only the contour from the
rest of the field, but at the same time the encloséd figure from its
surroundings. Our principle of discontinuity certainly does not ex-
plain it. For the discontinuity between the contour and the surface
on which it is drawn is the same in either direction, towards the in-
side and the outside. From our old principle we can only explain
why we see lines as lines, i.e,, as units segregated from the rest,
but not the case which concerns us now, viz., when we see the area
enclosed by a line, or a pattern of lines, segregated from the rest of
the field and not in the same way segregated from the contour.
Although discontinuity of stimulation still has a segregating effect
and in so far is in harmony with our law, this segregation is
asymmetrical. What is the reason of this asymmetry?

Facror oF Crosure. Unfortunately this question has not been
treated. But since a mere profession of ignorance might raise some
doubt in the minds of the readers as to the validity of our general
principle, we shall try to point out some factors which might pos-
sibly explain the phenomenon. The first point we would raise is the
fact that closed, or almost closed, lines or patterns of lines have this
peculiarity, whereas it is lacking in unclosed ones. This seems to
indicate that the process of organization depends upon the prop-
erties of its result, in strict accordance with the general law of
prignanz. Closed areas seem to be self-sustaining, stable organiza-
tions, a conclusion which will be reached independently later on the
basis of special experiments.

Facror or Goop Suare. Secondly, we might try to find out
whether there are closed lines or patterns of lines which will more
readily be seen as mere lines than others. Although no experiments
have been made to decide this point, I am inclined to believe that
such differences exist, and that, e.g., a circle will be more easily
seen as a mere line than a triangle, the latter appearing as a tri-
angular surface rather than as three lines meeting each other at
their terminal points. If this is true, we might attempt to connect
this fact with our law of good shape. The circle is a perfectly good
figure as a line. Each piece of it contains the principle of the whole.
Not so the triangle, where no small piece demands to be continued
in such a way that a triangle results. On the contrary, each part of
each side will by itself demand a continuation in its own direction,
the three corners being breaks in this mode of continuation. As lines,
then, the contours of a triangle are not “simple,” and therefore, we
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may tentatively conclude, not stable, Contrariwise the surface of a
triangle, particularly if it is an isosceles or an equilateral one, is
simple, possesses symmetry, and the reason for the segregation of
the whole area may well be this symmetry, which should be accom-
panied by stability.

Briefly, then, we propose as a tentative hypothesis that the con-
tour bounds a figure rather than segregating itself as a line from the
rest of the surface, because this is the better, the more stable organ-
ization.

With this explanation we do not introduce a new principle. For
we have seen before how factors of shape, as factors of stability, will
organize a field against the mere effects of discontinuity of stimula-
tion. Nevertheless I should be the last to be satisfied with my hypo-
thesis. Not only does it, as yet, lack experimental evidence, but it is
not explicit enough, it contains no statement about the actual forces
along the contour line and their asymmetrical function.

Organizations Produced by Line Patterns. But we must let the
matter rest at that. The fact remains that areas can be unified and
segregated from the rest of a homogeneous field by mere closed
lines. And this fact helps us to study the factor of shape in new ways.
We shall now consider the specific principles according to which
line patterns produce organization, line patterns which are still
special cases of our general one: the field divided up into two dif-
ferent parts, each in itself homogeneous or practically homogeneous.
Any one of the patterns to be discussed now fulfils this condition;
the field consists of a continuous white part, the ground of the page,
and a continuous black part, the lines. All these patterns might be
produced by first making a large black spot and then removing
some of the black.

Our question is: Given a certain line pattern, what figures shall
we see? What are the general principles that govern this relation?
Two papers from the Berlin laboratory contain a wealth of material,
one as an integral part of a study devoted to a different problem by
Gottschaldt (1926), the other, directly concerned with our problem,
by Kopfermann. We shall choose our examples from the latter.

When our line pattern is such that it simply separates one part
of the surface from the rest, no new problem arises. We shall now
consider patterns such in which the separated area itself contains
lines which divide it geometrically into two or more smaller areas.
What shall we see? We have come across this same problem al-
ready under simpler conditions, when we dealt not with line-, but
with surface-figures. If the enclosed homogeneous area had 2 spe-
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cial shape it would appear not as one figure but as two overlapping
ones (see Fig. 14, p. 141).

ProsLeM oF Unum anp Duo. Taking this case as a starting point
we can ask the question: When will an outline ‘figure be seen as
one, with lines in its interior, and when as two or more?

Figs. 21 and 22 give examples for either case; in the first, m
one sees a rectangle with a line passing through it, in

the second two adjoining hexagons. The reason is clear:  Fig. 21
in the first the tctal figure is a better figure than either

of the two part figures, whereas the opposite is true in

the second. Moreover, in the first figure, the upper and

lower side of the rectangle are continuous straight lines,

while these same straight lines have to be broken up if

the two irregular quadrangles are to be seen.

Goop ContinuaTioN. The first factor we have already ~ Fig. 22
encountered; the second would mean that, as we have
also pointed out previously, a straight line is a more stable structure
than a broken one, and that therefore organization will, ceteris
paribus, occur in such a way that a straight line will continue as a
straight line. We may generalize thus: any curve will proceed in

its own natural way, a circle as a circle,

an ellipse as an ellipse, and so forth.
This aspect of organization has been
called the law of good continuation by

Fig. 23 Wertheimer (1923). We shall meet with
many examples of it in actual organi-
zations. Here we add another one, in Fig. 23, taken from Biihler
(1913), in which the external forces prevent the good continuation.
The result is an esthetically unpleasant impression, because the
proper continuation of the four semicircles is interrupted.
If in a line pattern the “unum” and the “duo” organization are
equally good with regard to shape of the
areas and continuation of the lines, is
there a preference for either of, these?
Kopfermann thinks there is, in favour
of the unum, a preference for a single
all-enclosed figure, for an all-enclosing
contour. However, her figures are all
such that the other factors, notably that Fig. 24
of good continuation, enter in favouring
the unum, so that she has not proved her claim. As a matter of
fact it is at least extremely difficult, if not impossible, to produce
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such patterns as will fulfil our conditions (see Fig. 24), and the
result with the best of them is very ambiguous. I am, therefore, not
sure whether such a factor exists or not.

Duo-Oreantzation. Our distinction of unum- and duo-organiza-
tion, even if we include within the latter the cases where more than
two figures are seen, does not do full justice to the variety of actual

By Uy |

Fig. 25 Fig. 26 Fig. 27

organizations. On the one hand, most duo-formations have at the
same time a unum-quality, and on the other the duo-formation may
be of various kinds. The duo-figure of the two adjoining hexagons
(Fig. 22), e.g,, has at the same time a definite whole-character; so
has Fig. 25, although it appears as two partially overlapping tri-
angles. The unum and the duo of an organization may be in per-
fect harmony with each other, indeed such a harmony can be
achieved in an indefinite variety of ways. At the one extreme we

a b c

Fig. 28

have dominance of the unum, the duo being perfect parts of the
whole, as in a figure 8. At the other extreme we have strong
dominance of the duo, the unum being the more or less fortuitous
combination of the parts as in Fig. 26, our two preceding examples
(Figs. 22 and 25) lying somewhere between them. The duo itself
can be of various kinds. We distinguish two notable cases, (a)
exemplified by Fig. 22, in which the two parts are co-ordinated,
. (b) exemplified by Fig. 277, where one figure lies “on top” of an-
other. This case will be taken up at greater length in the next
chapter. Fig. 28 shows how one and the same outline pattern
can be made by internal lines to appear either as unum (Fig. 284),
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or as duo (a) (Fig. 286), or finally as duo (b) (Fig. 28¢). Good
shape and continuation explain all these cases.

Tre EMpiricistT’s OsjectioN. We could consider our experimental
proof of the effectiveness of our organizing factérs as amply suffi-
cient, had we not to contend with the vested interests of an old
theory which claims to explain all our facts as well as we do, but
without the assumption of all these different organizing forces. I
mean the empiristic theory which would say: we see in an individual
case such figures as we have frequently seen before; the stimulus
conditions of our present cases are sufficiently similar to the stimulus
conditions of previous and frequently repeated cases to produce the
same results. Perfectly true, if two alternative theories are proposed
for one and the same effect, a decision between them must be
reached by weighing their relative merits against each
other and, if possible, by crucial experiments.

Let us then weigh the claims of the empiristic theory
with regard to our problems of perceptual organization.

Look at the series of three figures, Fig. 28. An empiricist

would have to say: “We see in @ the decagon with two Fig. 29
lines in its interior because we have seen such a figure

more frequently than the four other irregular small figures; in &
we see two oblongs with a hexagon between them because they
have been seen more frequently than the decagon, which was seen
in the first figure, and finally in ¢ both square and oblong have
been seen more frequently than the decagon and are therefore seen
now.” The explanation seems plausible. But in 1923 Wertheimer
met such an objection by constructing figures like Fig. 29, in which
the initials of his name, M W, are concealed, and Kohler has pub-
lished a number of other figures (1925 and 1929).

EXPERIMENTAL DISPROOF OF THE EMPIRISTIC THEORY. More systematic
proof was furnished by Gottschaldt (1926). In his experiments the
subjects were presented with 5 simple line patterns (4 patterns)
which were projected on a screen for 1 second each, with an in-
terval of 3 seconds between two exposures. They were told to learn
these figures as best they could, so that when tested later they would
remember them and be able to draw them on paper. After a certain
number of presentations, different for two groups of subjects, new
patterns (& patterns) were shown for 2 seconds each; the subjects
were told that the learning experiments were to be continued later,
meanwhile they were being shown a new set of pictures which they
were merely to describe, mentioning if anything particular struck
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them about these pictures. Now each & picture was so constructed
that geometrically it contained an a picture, but that under normal
circumstances the & picture would not be seen as containing the
shape of the @ pattern. Fig. 30 gives one example, the most difficult

P

Fig. 30

one in the series. To each @ figure there corresponded six or seven &
figures; e.g., to the a figure of our last diagram also the much easier
b, Fig. 31. Now if the empiristic theory were right, practice in seeing
the @ figure should make the & figure look like a plus something
else. In order to test this assumption three subjects were shown the
a figure three times only and eight subjects 520 times. Of the 3 sub-
jects in the first group 2 saw the 4 figures as new
figures on all 30 occasions, and of the 8 subjects
of the second group 5 gave the same result. The
outcome of this experiment is not changed if one
lumps all the subjects of one group together.

To do this one has to distinguish a number of

. different possibilities. (1) The a figure would be

Fig. 31 seen at once when the & figure was presented. This

happened only once in the 92 experiments of the

first group and 4 times in the 242 experiments of the second. (2) It was

discovered later either at the end of the exposure or afterwards in the

image. 5 such cases occurred in the first and 3 in the second group.

(3) The subjects did not really see the & but they guessed correctly

that it was there, no case in the first group, 5 in the second. There

is a (4) in which the subjects guessed at an a figure but made a wrong
guess, and finally a (5), in which they only saw the & figure.

In Table 6 we give in percentages of the total number of cases the
combined number of cases 1-3 in which some influence of the a
f